
Announcement

Homework #2 was posted online.

Homework #2 is due 2:20pm, Wednesday, Feb. 7.



Announcement

Quiz #1

Time and Date: 3:20pm – 3:35pm, Wednesday, Jan. 31

Topic: Histogram processing

Open book and open notes and you can use a calculator



Today’s Agenda

• Histogram processing

• Histogram equalization

• Histogram matching

• Spatial filtering

• Linear filters

–Image Smoothing
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Histogram Equalization – Discrete Case
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Histogram Equalization – Discrete Case

Histogram equalization is not guaranteed to result in a uniform histogram.



Examples
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Histogram Matching (Specification)
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Histogram Matching (Specification)
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Estimated pdf in the input image

Desired pdf in the output image
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Green circles represent known 

Red circles represent unknown

𝑧 = 𝐺−1 𝑠 = 𝐺−1 𝑇(𝑟)



Histogram Matching Algorithm for 

Continuous Data

Obtain the output image by:

• First compute the probability distribution function of 
input data 𝑝𝑟(𝑟)

• Perform histogram equalization → 𝑠 = 𝑇(𝑟)

• Compute 𝑠 = 𝐺(𝑧), where 𝐺 is the equalization 
function derived from a specified histogram

• Perform the inverse mapping

• The output image with 𝑧 values is then of the 
specified histogram

𝑧 = 𝐺−1 𝑠 = 𝐺−1 𝑇(𝑟)



A Continuous Example
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Histogram Matching Algorithm – Discrete 

Image

Discrete histogram require a discretization of the output 
intensity values

Step1: Compute histogram of the input image 𝑝𝑟(𝑟) and the 
histogram equalized image 𝑠 = 𝑇(𝑟)

Step2: Compute 𝐺(𝑧) given the desired histogram 𝑝𝑧(𝑧)

Ideally, 𝐺 𝑧 = 𝑠. In practice, 𝐺 𝑧 ≈ 𝑠

Step3: Given the 𝑠𝑘 value, find the value of 𝑧𝑞 so that 𝐺(𝑧𝑞) is 
closest to 𝑠𝑘

Step4: form the histogram-specified image using the mapping r-z 
found above



A Discrete Example



A Discrete Example – Cont. 

s

S0=1

S1=3

S2=5

S3=6

S4=6

S5=7

S6=7

S7=7

G(z)

G(z0)=0

G(z1)=0

G(z2)=0

G(z3)=1

G(z4)=2

G(z5)=5

G(z6)=6

G(z7)=7

z

z0=0

z1=1

z2=2

z3=3

z4=4

z5=5

z6=6

z7=7

𝑟0 → 𝑧3

𝑟1 → 𝑧4

𝑟2 → 𝑧5

𝑟3, 𝑟4 → 𝑧6
𝑟5, 𝑟6, 𝑟7 → 𝑧7



Histogram Matching Algorithm – Discrete 

Image

Discrete histogram require a discretization of the output 
intensity values

Step1: Compute histogram of the input image 𝑝𝑟(𝑟) and the 
histogram equalized image 𝑠 = 𝑇(𝑟)

Step2: Compute 𝐺(𝑧) given the desired histogram 𝑝𝑧(𝑧)

Ideally, 𝐺 𝑧 = 𝑠. In practice, 𝐺 𝑧 ≈ 𝑠

Step3: Given the 𝑠𝑘 value, find the value of 𝑧𝑞 so that 𝐺(𝑧𝑞) is 
closest to 𝑠𝑘

Potential issue: Cause a one-to-multiple mapping

-- multiple 𝑧𝑞 are mapped to the same 𝐺(𝑧𝑞)

Solution: assign the z-s pair with smallest 𝑧𝑞

Step4: form the histogram-specified image using the mapping r-z 
found above



An example



A Real Example



A Real Example – Histogram Equalization Result



A Real Example – Histogram Matching Result

Original

HE result



Local Histogram Processing



Using Histogram Statistics for Image 

Enhancement




−

=

−

=

−=

=

1

0

22

1

0

)()(

,)(

L

i

iiG

L

i

iiG

rpmr

rprm






−

=

−

=

−=

=

1

0

22

1

0

)()(

,)(

L

i

iSSiS

L

i

iSiS

rpmr

rprm

xyxyxy

xyxy





 

=
otherwise),(

4.002.0 AND4.0 if),(4
),(

yxf

mmyxf
yxg GSGGS xyxy





Fundamentals of Spatial Filtering
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• A neighborhood

• An operator with the same size: linear/nonlinear

Inner product fwfw
Tyxg =•=),(

Linear spatial filtering:

Note: Each element in 𝑤 will 

visit every pixel in the image 

just once.



Fundamentals of Spatial Filtering

Modifying the pixels in an image based on some function of a 
local neighborhood of the pixels

10 30 10

20 11 20

11 9 1

p(x,y)

N(p)

5.7

g(p):

• Linear function
• Correlation 

• Convolution 

• Nonlinear function
• Order statistic (median)

𝑔 𝑝



Linear Filtering
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Spatial Correlation: 1D Signal
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Zero-padding: add zeros on the 

left and right margin, respectively

2𝑎 2𝑎 

• Full correlation result has the 

size of 𝑀 + 2𝑎
• Cropped result has the size of 𝑀 

– the size of the original signal



Spatial Correlation: 1D Signal

Flipped

Discrete impulse
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The impulse response is a rotation of the filter by 180 degree

• Full correlation result has the size 

of 𝑀 + 2𝑎
• Cropped result has the size of 𝑀 

– the size of the original signal



Spatial Convolution: 1D Signal

Flipped filterDiscrete impulse
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The impulse response is the same as the filter



Extend to 2D Image: 2D Image Correlation
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• Full correlation result has the size 

of (𝑀 + 2𝑎, 𝑁 + 2𝑏)
• Cropped result has the size of 

(𝑀,𝑁) – the size of the original 

imageThe 2D impulse response of 

image correlation is a 

rotation of the filter by 180 

degree



Extend to 2D Image: 2D Image Convolution
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• Flip in both horizontal and vertical 

directions (rotate 180 degree) -> 

same if the filter is symmetric

• Convolution filter/mask/kernel

• Full convolution result has the size 

of (𝑀 + 2𝑎, 𝑁 + 2𝑏)
• Cropped result has the size of 

(𝑀,𝑁) – the size of the original 

image

The 2D impulse response of 

image convolution is the 

same as the filter



Linear Filters

General process:

• Form new image whose 
pixels are a weighted sum 
of original pixel values, 
using the same set of 
weights at each point.

Properties

• Output is a linear function of 
the input

• Output is a shift-invariant 
function of the input (i.e. 
shift the input image two 
pixels to the left, the output 
is shifted two pixels to the 
left)

Example: smoothing by 
averaging

• form the average of pixels in 
a neighborhood

Example: smoothing with a 
Gaussian

• form a weighted average of 
pixels in a neighborhood

Example:  finding an edge



Smoothing Spatial Filter – Low Pass Filters
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Normalization factor

• Noise deduction

• reduction of “irrelevant details”

• edge blurred

Weighted average



Smoothing Spatial Filter
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Smoothing Spatial Filter
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Comparison using Different Smoothing 

Filters – Different Kernels

Average Gaussian



Comparison using Different Smoothing 

Filters: Different Size

Filter size: 3, 5, 9, 15, 35

Square size: 3, 5, 9, 15, 25, 35, 45, 55 

with a spacing of 25

Letter size: 10, 12, 14, 16, 18, 20, 24

Bar: 5x100 with a spacing of 20



Image Smoothing and Thresholding

removed
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