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ulticasting is the ability of a communication
network to accept a single message from an
application and to deliver copies of the mes-
sage to multiple recipients at different loca-

tions. One of the challenges is to minimize the amount of
network resources employed by multicasting. To illustrate this
point, let us assume that a video server wants to transmit a
movie to 1000 recipients (Fig. 1a). If the server were to
employ 1000 separate point-to-point connections (e.g., TCP
connections), 1000 copies of the movie may
have to be sent over a single link, thus making
poor use of the available bandwidth. An effi-
cient implementation of multicasting permits
much better use of the available bandwidth by
transmitting at most one copy of the movie on
each link in the network, as shown in Fig. 1b.

Recently, there has been a lot of research in
the area of multicast communication. Although
many excellent surveys and books exist which
examine various aspects of multicasting [1–6],
in the course of our studies we have found a
need for a tutorial-cum-survey of the various
multicast routing algorithms and their relation-
ship with multicast routing protocols. In this
work we present a tutorial-cum-survey of the
following two important topics in multicasting:
• Multicast routing algorithms
• Multicast routing protocols

Communication networks can be classified
into two categories: local area networks

(LANs) and wide area networks (WANs). A LAN spans a
small geographical area, typically a single building or a cluster
of buildings, while a WAN spans a large geographical area
(e.g., a nation). Often, nodes connected to a LAN communi-
cate over a broadcast network, while nodes connected to a
WAN communicate via a switched network. In a broadcast
LAN, a transmission from any one node is received by all the
nodes on the network; thus, multicasting is easily implement-
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■■ Figure 1. An example illustrating the amount of network resources employed: a)
unicasting a movie to 1000 different users; b) multicasting the movie. (R= stan-
dard router, MR= multicast router.)
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ed on a broadcast LAN. On the other hand, imple-
menting multicasting on a switched network is quite
challenging; hence, throughout this work, we will
focus on the multicasting problem in a WAN which
is based on a switched network.

Today, many multicast applications exist, such as
news feeds, file distribution, interactive games, and
videoconferencing, but the implementation of these
applications is not necessarily efficient because
today’s WANs were designed to mainly support
point-to-point (unicast) communication. In the
future, as multicast applications become more pop-
ular and bandwidth-intensive, there will emerge a
pressing need to provide efficient multicasting sup-
port on WANs.

A WAN consists of nodes (i.e., switches or
routers) interconnected by communication links. A
transmission from a source to a destination is routed through
these interconnected nodes. Figure 2a shows an example of a
route of a transmission from a source to a destination on a
WAN.1

A WAN can be modeled by a directed graph. Figure 2b shows
a directed graph that models the communication network
shown in Fig. 2a. A directed graph consists of a set of nodes V
and a set of links E. A link connecting node u to node v is rep-
resented by an ordered tuple (u, v). Nodes in the directed
graph represent nodes in the WAN, while links in the directed
graph represent communication links in the WAN. (Note that
the graph in Fig. 2b is a special one in the sense that if there is
a link (u, v), there also exists a link (v, u); this characteristic,
however, is not a necessity in a general directed graph.)

Communication links in a network may have different
properties. For example, a fiber optic communication link
may have very large bandwidth compared to a copper wire
communication link. A property of a communication link is
represented by a weight of the corresponding link in a graph.
For example, if the propagation delay of the communication
link (CA2,TX) is 1 ms, this information can be represented by
assigning a weight equal to 1 to the link (CA2,TX) in Fig. 2b,
with the weights of the other links being their corresponding
propagation delays in milliseconds.

The communication links in Fig. 2 can be of two types: sym-

metric and asymmetric. Symmetric links have the same weight
in both directions, while asymmetric links have different
weights depending on the direction. Thus, in Fig. 2b, which
shows weights on only four links, the link between nodes CA2
and TX is symmetric, while the link between nodes TX and
MD is asymmetric. If all the links in a WAN are symmetric,
we can model the WAN by an undirected graph, as shown in
Fig. 3. In an undirected graph, the direction of a link is unim-
portant; hence, a link between node u and node v can be rep-
resented by an unordered tuple (u, v). Traditionally,
communication networks have been modeled by undirected
graphs. Henceforth in this work, unless otherwise stated, the
term graph will refer to an undirected graph.

In unicast (point-to-point) communication, routing is often
treated as the shortest-path problem in graphs. When two nodes
wish to communicate, a minimum-weight path (shortest path)
connecting the corresponding pair of nodes is selected. In mul-
ticasting, a group of more than two nodes (also called the mul-
ticast group) wish to communicate with one another. Now,
instead of the shortest path, we are interested in the minimum-
weight tree which spans all the nodes in the multicast group.

In general, different multicast applications have different
requirements. For example, a reliable data transfer multicast
application, such as software distribution, has very different
requirements from a real-time multimedia multicast applica-
tion, such as nationwide videoconferencing. Thus, it is helpful
to classify multicast communication into two types:
• Source-specific: In source-specific multicast communication,

only one node in the multicast group sends data, while all
the other nodes receive data.

• Group-shared: In group-shared multicast communication,
each node in the multicast group can send data to the mul-

■ Figure 2. a) An example of a WAN. Data is transmitted from source Host 1 to destination Host 2 through the route consisting of nodes
CA1, UT, MI, and NY; b) a directed graph that models the WAN shown in a).
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1 In the remainder of this work, (a) we will use the terms “switch” and
“router” interchangeably, and (b) the combination of a host and the corre-
sponding switch through which it interfaces to the network will be treated as
an integrated unit and will be referred to as a node. For example, (source)
host Host 1 and switch CA1 will be referred to as (source) node CA1.

■ Figure 3. An example of a Steiner tree. Multicast group = (CA1, TX, IL,
NY). Cost of all links = 1. Cost of Steiner tree = 5.
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ticast group as well as receive data from other nodes in the
multicast group.
The next section discusses multicast routing algorithms. We

then study the implementation of multicast routing protocols
on the Internet. Note that the current Internet uses IPv4,
while the next-generation Internet (NGI) will employ IPv6.
Since some topics discussed are specific to IPv4, they are not
applicable to the NGI, although the general principles dis-
cussed will still be applicable. On the other hand, the subsec-
tions on multicast routing algorithms are relevant to both IPv4
and IPv6 because they do not presuppose any particular net-
work-layer protocol. Finally, we provide concluding remarks.

Multicast Routing Algorithms
Figure 3 shows an undirected graph G = (V, E), where V is

the set of nodes and E the set of links. Note that, since graph
G is undirected, it models a communication network which
has symmetric links. Let M = (CA1, TX, IL, NY) be a multi-
cast group. (Shaded nodes in Fig. 3 belong to the multicast
group.) Now, in order to perform multicast communication,
the nodes in the multicast group must be interconnected by a
tree. Thus, the problem of multicast routing in communication
networks is equivalent to finding a tree T in graph G such that T
spans all vertices in the multicast group M. Such a tree is called
a multicast tree and is shown in Fig. 3 by thick lines.2 (The
term Steiner tree used in Fig. 3 will be clarified next.)

Just as multicast communication can be of two types, multicast
trees can also be classified into two corresponding categories:
source-specific (or source-rooted) and group-shared. For the
same multicast example as in Fig. 3, Fig. 4a shows a source-
specific multicast tree which employs unidirectional links3

(with source = CA1), while Fig. 4b shows a group-shared mul-
ticast tree. The key difference between a source-specific multi-
cast tree and a group-shared multicast tree is that a
source-specific multicast tree is optimized for source-specific
multicast communication, while a group-shared multicast tree
is optimized for group-shared multicast communication. For
example, if we want to minimize the average delay for source-
specific communication, we need to minimize the average
source-specific delay which is calculated by taking the average
of the end-to-end delays over all (source, multicast-member)
pairs. Now, assuming that each link in Fig. 4a has delay equal
to 1, the source-specific delay of the source-specific tree rooted

at CA1 is equal to 2.33 (the average of the delay from source
CA1 to nodes TX, IL, and NY). In comparison, the source-spe-
cific delay (with CA1 as the source) of the group-shared multi-
cast tree shown in Fig. 4b is equal to 3.33. On the other hand,
if we were to calculate the average group-shared delay of the
source-specific tree by taking the average of the end-to-end
delays over all (multicast-member, multicast-member) pairs, the
average group-shared delay is equal to 3.5 in Fig. 4a, while the
average group-shared delay of the group-shared tree in Fig. 4b
is equal to 2.67. Thus, the application requirements dictate
which type of multicast trees are “better.”

The following is a list of the properties of a good multicast
tree. Since for most multicast applications some properties are
more important than others, we have divided the properties
into three priority levels:4 high, medium, and low.

High Priority
• Low cost: The cost (or weight) of a multicast tree is the sum

of the costs (or weights) of all the links in the multicast
tree. A good multicast tree tries to minimize this cost.

• Low delay: The end-to-end delay from the source node to
the destination node is the sum of the individual link delays
along the route. A good multicast tree tries to minimize the
end-to-end delay for every source-destination pair in the
multicast group.

• Scalability: A good multicast tree is scalable in two respects.
First, constructing a multicast tree for a large multicast
group should require reasonable amounts of time and
resources. Second, the switches in the communication net-
work should be able to simultaneously support a large num-
ber of multicast trees.

Medium Priority
• Support for dynamic multicast groups: Multicast groups can

be classified as static and dynamic. The members of a static
multicast group do not change over time; in a dynamic multi-
cast group, new members may join or existing members
leave. A good multicast tree should allow multicast members
to join or leave the multicast tree in a seamless fashion.
Moreover, the properties of a good multicast tree should not
degrade due to the dynamic nature of the multicast group.

• Survivability: A good multicast tree should be able to sur-
vive multiple node and link failures.

■ Figure 4. An example of a) a source-specific tree that employs unidirectional links, and b) a group-shared tree that employs bidirectional links.
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2 Throughout this work, the default weight of all links, unless specified oth-
erwise, is equal to 1.

3 Note that a source-specific multicast tree connects a source node to other
nodes in the multicast group by employing either unidirectional or bidirection-
al links, while a group-shared multicast tree employs only bidirectional links.

4 Note that the priority levels may be different for certain applications. For
example, while the fairness property of a multicast tree is not very impor-
tant in general, it may be the most important property of the multicast tree
if the multicast tree is being employed by a multiplayer game. Moreover,
although some properties are considered low-priority for today’s applica-
tions, they may become more important in the future due to emerging
applications which may be beyond our comprehension today.
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Low Priority
• Fairness: A good multicast tree is fair in two

respects. First, it tries to provide a minimum quality
of service (e.g., bounded delay) to each member in
the multicast group. (It is not fair to unnecessarily
punish one member in order to improve the quality
of service to other members.) Second, it tries to
evenly divide the multicasting effort (e.g., packet
duplication effort) among the participating nodes.
Most algorithms that have been proposed in the

literature mainly focus on cost and delay optimiza-
tion, although the other properties have also been
addressed to a lesser extent. Before we examine each
of the above properties in detail, let us examine
some important theoretical concepts and definitions which
will help us better understand the nature of the multicast
routing problem.

The classical optimization problem in multicast routing is
called the Steiner tree problem in networks (SPN), and is
defined as follows. Given
• An undirected graph G = (V, E)
• A cost function which assigns a positive real cost cuv to link

(u, v)
• A set of nodes M ⊆ V which belong to the multicast group
find a tree T = (VT, ET) which spans M, such that its cost CT =
Σ(u, v)∈ ET cuv is minimized. Such a minimum-cost multicast tree
is called a Steiner tree. Note that since graph G is undirected, it
models a communication network which has bidirectional links;
thus, Steiner tree T is a group-shared multicast tree.

Figure 3 shows a Steiner tree which connects the multicast
group consisting of nodes CA1, TX, IL, and NY. If we assume
the cost of each link to be equal to 1, the cost of the Steiner
tree will be equal to 5. Note that nodes CA2 and PA do not
belong to the multicast group, but are part of the Steiner tree.
Such nodes are called Steiner nodes.

Although SPN is NP-complete [7], there are some trivial5
cases of SPN that can be solved in polynomial time, as shown
below [1]:
• |M| = 2 (unicast case): There are only two nodes in the

multicast group. SPN reduces to the well-known shortest-
path problem. Polynomial-time algorithms for this problem
are known [8, 9].

• |M| = |V| (broadcast case): In this case, the multicast group
contains all the nodes in the network. Thus, SPN reduces to
the well-known minimum spanning tree problem. Polynomi-
al-time algorithms for this problem are known [10, 11].

• G is a tree: In this case, there is only one subtree which spans
the multicast group M; this subtree is the solution to SPN.

Moreover, for certain cases of SPN, we can reduce the size of
the problem by employing the following rules [1]. Note that
each rule can be performed in polynomial time. Let deg(v)
denote the degree of the node v ∈ V.
1)If G contains a node v with deg(v) = 1, then v and the link

(u, v) can be removed from G. If v ∈ M and u ∉ M, then u
is added to the multicast group in the reduced graph. Note
that, if v ∈ M, then link (u, v) belongs to the Steiner tree.

2)If G contains a node v ∉ M with deg(v) = 2, then the two
links (i, v) and (v, j) can be replaced by a link (i, j) of cost
cij = civ + cvj. If, as a result, two links become parallel, the
one with the larger cost can be removed from G.

3)If G contains a link (i, j) such that cij > dij, where dij is the
cost of the shortest-path between nodes i and j, then link (i,

j) can be removed from G. Furthermore, if cij = dij and
there is a path of cost dij from i to j not containing (i, j),
then link (i, j) can be removed from G.

4)If G contains three distinct nodes u, v, w ∈ M, such that u
and v are adjacent, cuv > dwu, and cuv > dwv, then link (u, v)
can be removed from G. In other words, if u, v, and w are
any three nodes in the multicast group such that the cost of
the link (u, v) is more than the cost of a path from node w
to node u as well as node v, then link (u, v) does not belong
to the Steiner tree.

5)Let u ∈ M. Let v and w be the closest and second closest
adjacent nodes to u, respectively. Now, if cuv + min{dvp|p
∈ M and p ≠ u} ≤ cuw, then the link (u, v) belongs to the
Steiner tree and G can be contracted along (u, v). In other
words, if the closest adjacent node (v) brings you nearer to
other members of the multicast group, then link (u, v)
should belong to the Steiner tree.
For example, the graph shown in Fig. 5 (nodes in the multi-

cast set are shaded) can be reduced to a single node by
employing reduction 5 repetitively as follows. First, we con-
tract along link (CA2, CA1); second, we contract along link
(MI, NY); third, we contract along link (CA1, UT); and finally,
we contract along link (UT, MI).

Unfortunately, as the following lemma demonstrates, these
reductions cannot be applied to a large number of instances
of SPN which occur in typical communication networks. Usu-
ally, these reductions cannot be applied to cases in which |M|
« |V|, G is not sparse,6 and G satisfies the triangle inequality
(to be explained shortly). The following Lemma describes a
sufficient condition for an instance of SPN to be “irreducible.” 

Lemma 1 — If an instance of SPN (say P) satisfies all of the
following three conditions, then P cannot be reduced to a
smaller instance of SPN by using the aforementioned reduc-
tion rules.
1. The graph satisfies the triangle inequality, that is, the cost

cuv of a link (u, v) is strictly less than the cost of any path
from node u to node v which does not include link (u, v).

2. The minimum degree of the graph is 3, that is, ∀ v ∈ V,
deg(v) ≥ 3.

3. None of the nodes in the multicast group are adjacent to
one another, that is, ∀ u, v ∈ M, (u, v) ∉ E.

Proof — Reductions 1 and 2 cannot be applied because the
minimum degree of the graph is 3. Reduction 3 cannot be
applied because the graph satisfies the triangle inequality.
Reduction 4 cannot be applied because none of the nodes in
the multicast group are adjacent to one another. Finally, reduc-
tion 5 cannot be applied because the graph satisfies the triangle

■ Figure 5. An example of a graph for which the Steiner tree can be found by
employing the reduction rules. Cost of all links = 1; cost of the Steiner tree = 4.
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5 There are some other special cases of SPN for which polynomial-time
algorithms exist [1].

6 We define graph G to be sparse if all the spanning trees of graph G can
be enumerated in polynomial time.
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inequality, and none of the nodes in the multicast group are
adjacent to one another. The graph shown in Fig. 3 satisfies all
the above conditions; thus, it is an “irreducible” graph. ■

Thus, for typical communication networks, it may be impossi-
ble to find a Steiner tree in a reasonable amount of time; hence,
it is important to develop approximation algorithms for SPN.

Approximation algorithms for SPN run in polynomial time
and produce good-quality (but not necessarily optimal) solu-
tions to SPN. For some approximation algorithms, it is possi-
ble to prove a performance guarantee (i.e., a bound on the
quality of the solution). A formal definition of performance
guarantee is as follows. Let Γ be a class of problems (such as
SPN) and P ∈ Γ be a problem instance. Let A(P) denote the
cost of the solution found by algorithm A and OPT(P) denote
the cost of the optimal solution. We define the performance
guarantee of algorithm A as ΠA = maxP∈Γ {A(P)/OPT(P)}. In
other words, if the performance guarantee of an algorithm is
equal to β, then for all problem instances P ∈ Γ , the approxi-
mate solution is guaranteed to be at most β times costlier
than the optimal solution. While most approximation algo-
rithms for SPN have a performance guarantee of 2, to the
best of our knowledge, none of the known approximation
algorithms have a performance guarantee better than 11/6
[12]. In the following subsections, we examine the six proper-
ties of a multicast tree that were mentioned at the beginning
of this section, paying more attention to the higher-priority
properties, particularly cost and delay.

Cost Optimization
Approximation algorithms for optimizing the cost of a multi-
cast tree employ different kinds of heuristics [13–16]. Recall
that if the multicast group consists of all the nodes in the
graph, the problem reduces to the well-known minimum span-
ning tree problem. Thus, it is no surprise that some approxi-
mation algorithms are based on the so-called minimum
spanning tree heuristic. One such approximation algorithm
which was proposed by Kou, Markowsky, and Berman (hence-
forth referred to as KMB) [13] is examined below.

KMB consists of five steps. First, using the nodes in the
multicast group, we construct an undirected closure graph G1;
thus, for every node pair (u, v) in the multicast group M, G1
has an edge (u, v), such that the weight of the edge (c′uv) is
equal to the weight of the shortest path (duv) between nodes u
and v in G. Second, we find the minimum spanning tree of the
closure graph G1. Third, we construct graph G2 by replacing
each link in the spanning tree of G1 by the corresponding
shortest path in G. Next, we find the minimum spanning tree
T2 of graph G2. Finally, we construct the multicast tree TM by
deleting links in T2, if necessary, in such a way that all the
leaves in TM belong to the multicast group.

Figure 6a shows a graph G and the multicast group M
(shaded nodes). Figure 6b shows the corresponding undirect-
ed closure graph with thick lines corresponding to the mini-
mal spanning tree T1 (after applying steps 1 and 2 from
above). Finally, Fig. 6c shows the Steiner tree in thick lines

(after applying steps 3, 4, and 5). The KMB algorithm has a
performance guarantee of 2(1 – 1/|M|).

Recall that the KMB algorithm assumes that the communi-
cation network has symmetric link costs. Given the increasing
heterogeneity of applications and communication links (e.g.,
satellite and radio links are becoming common), the link costs
may be asymmetric; that is, the cost of a link between any two
adjacent nodes is not the same in both directions. In a commu-
nication network with asymmetric links, the problem of finding
a minimum-cost group-shared multicast tree can be reduced to
SPN as follows. Let G = (V, E) be a directed graph which
models a communication network with asymmetric links. Now,
construct an undirected graph G′ = (V, E′) (note that G and G′
have the same set of vertices) such that for every pair of direct-
ed links (u, v) and (v, u) in G, there is a corresponding undi-
rected link (u, v) in G′ which has a cost equal to the sum of the
costs of the directed links (u, v) and (v, u) in G. Thus, given a
group-shared multicast tree, say T, in G, we can construct the
corresponding multicast tree, say T′, in G′, and vice versa. Now,
it is easy to verify that T is a minimum-cost group-shared multi-
cast tree in G if and only if T′ is a Steiner tree in G′. Similarly,
it can be shown that there is a one-to-one correspondence
between a source-specific multicast tree in G which employs
bidirectional links and a source-specific multicast tree in G′.

Next, we examine the problem of finding a source-specific
multicast tree which employs unidirectional links (note that
this problem cannot be reduced to SPN). Such a multicast
tree can be modeled using a source-rooted directed Steiner
tree (DST), as follows [17].

Let G = (V, E) be a directed graph, C a cost function, M
the multicast group, and s ∈ M the source node. Let inde-
gree(v) denote the in-degree of node v, and let outdegree(v)
denote the out-degree of node v in the directed graph G. Let
T = (VT, ET) be a DST of G, where VT ⊆ V, ET ⊆ E, and M ⊆
VT. Then a directed path exists in T from s to every node in M
– {s} such that ∀ v ∈ VT – {s}, indegree(v) = 1, indegree(s) =
0; ∀ v ∈ VT – (M – {s}), outdegree(v) ≥ 1, and the cost of the
directed tree CT = Σ(u, v)∈ ET cuv is the minimum of all such
directed trees of G. In other words, a DST is a minimum-cost
directed tree, rooted at source s, containing the destination
nodes M – {s} with all links directed away from s.

Recall that in the undirected version of the Steiner tree
problem, we were able to develop many simple algorithms
which had a constant performance guarantee of 2. For the
DST problem, the existence of an approximate algorithm with
a constant performance guarantee is as unlikely as P = NP
[17]. Thus, the asymmetry in the directed graph prevents us
from finding a good approximate solution for the DST prob-
lem. We formalize the notion of asymmetry of a graph by
defining the maximum link asymmetry as follows [17]:

The maximum link asymmetry Ψm(G) of a graph G = (V,
E) is the maximum ratio of the costs between the two directed
links of a link pair. That is,

(1)Ψm
u v E

uv vu

uv vu
G

c c

c c
( ) max
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min( , )
.

( , )
=

∈

■ Figure 6. An example of a Steiner tree constructed by employing the KMB algorithm.
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Now, we describe an approximate algorithm which has a per-
formance guarantee of 2Ψm(G) [17] and is an adaptation of
Prim’s spanning tree algorithm [11]. The algorithm grows the
DST starting from the source, s. At every step, a directed path is
extended from the tree constructed so far to one new node v ∈ M
– {s} which is not already in the tree. This step is repeated until
all of the nodes in M are included in the tree. The new node to be
added to the DST is selected as follows. First, nodes already in
the tree (both multicast and Steiner nodes) are arranged in a pri-
ority queue such that priority(source) > priority(multicast node) >
priority(Steiner node). No ordering is performed among any two
multicast nodes or any two Steiner nodes. Then the first κ nodes
in the priority queue are taken and placed in a set B. The multi-
cast node v that is selected is the one that is closest to B. That is,
among all directed paths from a node in B to a multicast node
not in the tree, the path of least cost and the multicast node on
which this path terminates are chosen. The parameter κ is a knob
that can be used to set the algorithm to a desired trade-off
between expected tree cost and running time; that is, as we
increase κ, the tree-cost decreases but the running time increases.

Delay Optimization
This section studies the problem of optimizing the delay of a
multicast tree. Note that the definition of delay for a source-
specific multicast tree is different from that for a group-
shared multicast tree. If s is the source, the average
source-specific delay (with respect to source s), DSs, of the
multicast tree is defined as

(2)

where Pd(s, v) is the delay of the path from source s to multi-
cast node v in the multicast tree. Similarly, the average group-
shared delay, DG, of a multicast tree is defined as

(3)

where DSv is the average source-specific delay (with respect to
source v) of the multicast tree.

The problem of finding a source-specific multicast tree
which minimizes DSs has a simple solution, described below.
On the other hand, the problem of finding a group-shared
multicast tree which minimizes the value of DG is NP-com-
plete [18], and will be discussed later in this subsection.

An optimum source-specific delay multicast tree (for both
unidirectional and bidirectional link cases) is also called the
shortest-path tree and is defined as follows. Let s be the source of
a source-specific multicast tree and SP(s, v) be the shortest-path
from s to node v ∈ M – {s}. Construct a graph GSP by taking
the union of all the shortest paths SP(s, v), where s is the source

node and v is a multicast node. Now, the shortest-path multicast
tree is obtained by removing all the loops in GSP. In Fig. 7a, the
shortest paths from source CA1 to destinations TX, IL, and NY
are CA1-CA2-TX, CA1-WA-IL, and CA1-UT-MI-NY, respec-
tively. Thus, the cost of the shortest-path tree is 7, and it consists
of links (CA1, CA2), (CA2, TX), (CA1, WA), (WA, IL), (CA1,
UT), (UT, MI), and (MI, NY), as shown in Fig. 7a.

As mentioned before, finding a multicast tree which opti-
mizes the average group-shared delay (DG) is NP-complete,
although polynomial-time approximation algorithms exist
which have a constant performance guarantee. One such algo-
rithm finds an optimum center-based tree which is defined as
follows. Let Tv be the shortest-path multicast tree rooted at
node v and DGT

v be the average group-shared delay of Tv.
Then an optimum center-based tree is defined as the shortest-
path tree with the minimum value of DGT

v. This tree can easily
be found in polynomial time by computing the DGT

v values for
all nodes v ∈ G, and taking the minimum. An optimum cen-
ter-based tree has a performance guarantee of 2, that is, the
average group-shared delay of an optimum center-based tree
is guaranteed to be within two times an optimum group-
shared delay [19]. Note that the root of the shortest-path tree
may not be a multicast member; it may be any node in the
graph. If we choose the center only from the multicast mem-
bers, the performance guarantee of such a center-based tree is
3 [19]. Figure 7b shows an optimum center-based tree. The
center is TX, and the average group-shared delay is 2.67.

The Cost-Delay Trade-off
In the previous two subsections, we studied algorithms for
optimizing the cost and delay of a multicast routing tree. In
this subsection we examine the problem of finding a source-
specific multicast tree which attempts to optimize both cost
and delay. In general, a single multicast tree cannot have
minimum cost and minimum delay. For example, if s is the
source of a multicast connection and T is the Steiner tree
found by the KMB algorithm, the average source-specific
delay (with respect to source s) of T is bounded from above
by (|M| + 1)/2 times the minimum average source-specific
delay [20]. Similarly, the shortest-path tree optimizes the
source-specific delay (with respect to source s), but it can be
|M| times costlier than the Steiner tree, although empirical
data suggests that, on an average, the shortest-path tree may
only be slightly (20 percent) costlier than the Steiner tree
found by approximation algorithms such as KMB [20]. On
the other hand, the average source-specific delay of an
approximation algorithm, such as KMB, is typically larger7
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■ Figure 7. Delay optimization examples: a) a shortest-path tree rooted at the source node CA1; b) an optimum center-based tree rooted
at the center node TX. The multicast group consists of nodes (CA1, TX, IL, NY). The cost of a shortest-path tree is 7, and the average
source-specific delay is 2.33. The cost of the center-based tree is 5, and the average group-shared delay is 2.67.
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7 Note that these results assume that every link has the same cost and
delay values (i.e., if the cost of a link is x, then the delay of the link must
also be x).
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(50 percent) than the average source-specific delay of the
shortest-path multicast tree [21].

Thus, it is natural to ask if an algorithm exists to improve
the source-specific delay characteristics of a multicast tree pro-
duced by an approximation algorithm such as KMB. One such
algorithm, which is described below, is based on the following
intuition. Given an optimum-cost (or near-optimum-cost)
Steiner tree, if we find the multicast destination for which the
delay in the Steiner tree differs the most from the delay of the
corresponding shortest path, and connect this destination to
the source by the shortest path, we can decrease the average
source-specific delay. Thus, if Pd(s, v) is the delay of the path
in the optimum-cost (or near-optimum-cost) Steiner tree from
source s to multicast destination v, and if SP(s, v) is the short-
est-path delay from node s to node v, then the following repre-
sents |M| – 1 different trade-off algorithms, parameterized by
the variable i, where i = 1, …, |M| – 1.
• Do i times:

–Step 1: Find v ∈ M – {s} which maximizes Pd(s, v) – SP(s, v).
–Step 2: Replace the path from s to v in the Steiner tree by
the shortest path from s to v.
If we assume that every link has the same cost and delay

values, the above method generates Steiner trees within
c√

——
|M|of the optimum source-specific delay and cost values

for some constant c [20].

Scalability
In order to support multicast applications over large networks,
the multicast routing algorithm should be scalable, that is:
• For a network with a large number of nodes, finding a multi-

cast tree should require little time and few resources per node.
• It should be possible for a large number of multicast trees

to coexist without requiring an unreasonable amount of
routing information at each node.

This subsection examines these two properties of a scalable
multicast algorithm.

One method to categorize multicast routing algorithms is as
follows:
• Algorithms that require global knowledge of the network

topology
• Algorithms that require partial knowledge of the network

topology
For example, if we employ the KMB algorithm, each node
requires global knowledge of the network topology in order to
compute the closure graph. On the other hand, if we employ
the center-based-tree algorithm, each node only needs to know
the next hop along the shortest path to every destination (which
is exactly the information contained in the unicast routing
table). In general, algorithms which require global knowledge
of the network topology are not as scalable as those which
require partial knowledge of the network topology.

The second characteristic of a scalable multicast algorithm
is that it should be possible for a large number of multicast
trees to coexist without requiring large routing tables at each
node. Given that every source and every destination has its
own unique address, if the network has a large number of
nodes, it is impossible to store routing information for every
destination. Hence, to reduce the size of the routing tables,
large networks often use a hierarchical addressing scheme. In
a hierarchical addressing scheme, routing is performed by
inspecting only a portion of the destination address; thus, a
single entry in the routing table is sufficient for routing to a
large number of destinations. For multicasting, it is difficult (if
not impossible) to construct such a hierarchical addressing
scheme. Thus, if node A belongs to N multicast trees, the
multicast routing table at node A has at least N entries — one
entry for each multicast group. On the other hand, a source-

specific tree is identified by the tuple (source_address, multi-
cast_address). Thus, if node B belongs to M multicast groups,
each of which have S sources, its multicast routing table will
have at least M x S entries — one entry for each source in
each multicast group. Now, since the number of sources in a
multicast group may be quite large, a multicast routing proto-
col based on source-specific trees is not as scalable as a multi-
cast routing protocol based on center-based trees [22, 23].

Dynamic Multicast Groups
Multicast groups are dynamic in nature; that is, new members
may join the multicast group and existing members leave at
different points in time. Thus, a good multicast routing algo-
rithm should not only allow multicast members to join and
leave the multicast tree in a seamless fashion; it should also
ensure that a join or leave event does not require widespread
changes in the routing tables in the network. Moreover, the
quality of a multicast tree (cost, delay, etc.) should not degrade
because of a join or leave event.

The following algorithm tries to minimize the cost of a mul-
ticast tree for a dynamic multicast group [24]. Let T be a mul-
ticast routing tree. First, let us consider a join event. Let u be
a node that is to be included in the multicast tree. Let v be a
node in the multicast tree, and let duv be the distance of the
shortest path from node u to node v in the network. Let ω ∈
(0, 0.5) be a real-valued constant. Also, let each multicast tree
contain a special node, say z. Now, connect node u to the
node v in the multicast tree which minimizes the value of (1 –
ω)duv + ωdvz. If ω = 0, then the algorithm is greedy (i.e., it
connects node u to the nearest node in the multicast tree),
while if ω = 0.5, then the algorithm connects node u to the
special node (z) by the shortest path. In case of a leave event,
we simply remove the node from the multicast tree if it is a
leaf node; otherwise, we remove the node from the multicast
group but not from the tree. Empirical results show that a
value for ω in the neighborhood of 0.3 yields the best results
(i.e., the quality of the multicast tree does not deteriorate
even after numerous join and leave events) [24].

Survivability
It is well known that a communication network failure can
have an extremely crippling effect on today’s society. In the
future, as more applications employ multicast routing, a
strong need will emerge for algorithms that can be employed
by survivable multicast routing protocols.

A survivable routing protocol is designed so that it can sur-
vive multiple link (or node) failures; that is, in the event of
multiple link (or node) failures, the routing protocol reroutes
the connection(s) so as to minimize the networkwide data
loss. Unicast routing protocols employ various rerouting algo-
rithms to provide survivability against multiple link (or node)
failures. These techniques can be broadly classified into two
categories: protection and restoration. In protection, extra net-
work resources are reserved during the connection setup
phase in order to implement survivability. The network
resources used for protection may be reserved separately for
each failure scenario; alternatively, the resources used for pro-
tection may be shared among different failure scenarios. In
restoration, the network resources are dynamically reassigned
in the event of a failure. Usually packet-switched networks
employ restoration to implement survivability. Routing Infor-
mation Protocol (RIP) and Open Shortest Path First (OSPF)
are examples of protocols that implement restoration on IP
networks. To the best of our knowledge, we are not aware of
any multicast routing protocol that employs an algorithm
designed specifically to provide survivability for multicast con-
nections. We believe that this topic needs further research.
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Note that multicast routing protocols based on an underly-
ing unicast routing protocol are as survivable as the underly-
ing unicast routing protocol. For example, an implementation
of the Distance-Vector Multicast Routing Protocol (DVMRP)
may employ unicast routes in the underlying network to per-
form multicast routing. Thus, in the event of a failure, if the
unicast routing tables are updated appropriately, DVMRP will
also function correctly. On the other hand, if a multicast rout-
ing protocol is independent of the unicast routing protocol, it
must implement its own restoration mechanism.

Fairness
Since multiple sources and destinations participate in multi-
cast routing, the issue of fairness arises naturally. In this sub-
section we consider two fairness issues. The first issue
concerns the variation of the delay values from the source to
different destinations in a source-specific multicast tree. For
example, during a teleconference, it may be important that
the speaker be heard by all participants within a bounded
time; otherwise, the teleconference may lack the feel of an
interactive discussion. Similarly, in a distributed game, the
ability to access multicast data before others may result in an
unfair competitive advantage. Thus, some applications (e.g.,
teleconferencing) may impose an upper bound on the delay
from the source to a destination in a multicast tree, while
other applications (e.g., distributed games) may impose a
more stringent condition on the delay: not only should the
delay be bounded, but the variation of the delay for different
(source, destination) pairs should also be bounded. First, we
formulate the problem of finding a delay-bounded Steiner tree
(DBST); then, we formulate the problem of finding a delay-
bounded and delay-variation-bounded multicast tree
(DVBMT).

The problem of finding a DBST can be formulated as fol-
lows [25]. Let G = (V, E) be an undirected graph and let s ∈
M be the source of a source-specific multicast tree. Let the
delay of link (u, v) be denoted Duv, a positive integer. Given
an integer delay tolerance ∆, a constrained multicast tree T is
defined as a tree, rooted at s, that spans the nodes in M such
that for each node t ∈ M – {s}, the delay on the path from s
to t is bounded from above by ∆. Thus, for each t ∈ M – {s},
if Pst is the path in T from s to t, then Σ(u, v)∈ Pst Duv < ∆. Now,
the DBST is defined as a constrained multicast tree spanning
M such that Σ(u, v)∈ T cuv is minimized.

The problem of finding a DVBMT can be formulated as fol-
lows [26]. Let s ∈ M be the source of a source-specific multicast
tree, let Duv be the delay of link (u, v), let ∆ be the delay toler-
ance, and let δ be the delay variation tolerance. Now, the
DVBMT is a tree T spanning M, such that if Pd(s, v) is the delay
of the path from s to v in the multicast tree, then for all v ∈ M –
{s}, Pd(s, v) ≤ ∆, and for all pairs of multicast nodes u, v ∈ M –
{s}, |Pd(s, u) – Pd(s, v)| ≤ δ. In other words, in the multicast tree,
the distance from the source to each multicast node should be
less than the delay tolerance (∆) and, for any two multicast nodes
(say u and v), the difference between the delay from the source to
these two nodes (|Pd(s, u) – Pd(s, v)|) should be less than the
delay variation tolerance (δ). DVBMT is NP-complete [26]. In
[26], a polynomial-time heuristic algorithm is described for
DVMBT. Of course, since DVBMT is NP-complete, a polynomi-
al-time algorithm may fail to find a solution even if one exists.

The second fairness issue concerns the data duplication
responsibility of a multicast router. Recall that in multicast
routing, some routers need to duplicate packets. In a hetero-
geneous high-speed network, some switches may not have
multicast capability. Even if all the switches have multicast
capability, by limiting the number of copies made, we may
reduce the load at a switch. Limited data duplication at the

switches translates to an upper limit on the degree of the
nodes in the multicast tree.

The problem of finding an optimum multicast tree such
that the degree of every node in the tree is less than a certain
value is called the degree-constrained multicast tree problem
[27], and it can be modeled using the degree-constrained Stein-
er problem in networks (DCSPN) [28] as follows. Let π(v) be
the degree constraint at node v, and let deg(v) denote the
degree of node v in the degree-constrained multicast tree.
Then, for all nodes v in the degree-constrained multicast tree,
deg(v) ≤ π(v). Thus, given the degree constraint π(v) for all
nodes in the network, a degree-constrained Steiner tree, T, is
a tree which spans all the nodes in M such that ∀ v ∈ T, deg(v)
≤ π(v), and the cost of the tree is minimum among all possible
multicast trees satisfying the degree constraint.

DCSPN is NP-complete [28]. In fact, finding any multicast
tree (not necessarily the minimum-cost multicast tree) which
satisfies the degree constraint is an NP-complete problem.

Multicast Routing Protocols
In this section we provide an overview of various multicast
protocols employed on the Internet. For a detailed discussion
of these and other multicast routing protocols, the reader may
refer to some recent books on multicasting [5, 6].

Multicasting over a large portion of the Internet was first
demonstrated in March 1992 [29] over the Multicast Back-
bone (MBone). The Mbone is a virtual network on top of the
Internet which provides a multicast facility to the Internet.
The MBone can be viewed as a collection of “islands” that
support multicasting within their domains. Each island has a
host machine which executes the mrouted multicast routing
daemon. The mrouted daemons (in different islands) are con-
nected to one another via point-to-point IP connections
(called tunnels) over the Internet. In this manner, the mrouted
daemons and the tunnels that connect them form a virtual
network on top of the Internet.

Multicasting on the Internet is implemented by employing
three types of protocols. The first type of protocol is employed
by a host to join and leave a multicast group. An example of
this type of protocol is the Internet Group Management Pro-
tocol (IGMP) [30]. The second type of protocol is called a
Multicast Interior Gateway Protocol (MIGP) and is employed
by multicast routers to enable multicast communication within
an autonomous system (AS).8 Some examples of MIGPs are
DVMRP [31], Multicast Extensions for OSPF (MOSPF) [32,
33], Core-Based Tree (CBT) [22, 23], and Protocol-Indepen-
dent Multicast (PIM) [34, 35]. The third type of protocol is
employed by border routers9 to allow multicast communication
across ASes. An example of this type of protocol is the Border
Gateway Multicast Protocol (BGMP) [36]. Figure 8 shows
how the three types of protocols interoperate in a network
(further details on Fig. 8 can be found later).

Of all the multicast routing algorithms discussed in the pre-
vious section, only a few are used in practice. DVMRP and
MOSPF employ a shortest-path tree,10 while CBT and BGMP
employ a center-based tree to route multicast packets. PIM
can employ either a center-based tree or a reverse-shortest-

8 An AS is a network of routers under the control of a single administrative
domain.

9 Border routers are routers that interconnect two ASes.

10 More precisely, DVMRP employs a reverse shortest-path tree, and
MOSPF employs a shortest-path tree.
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path tree (how PIM determines which type of tree to use will
be discussed later). We believe that the two main reasons why
other, more-sophisticated multicast routing algorithms, such
as KMB, are not used are:
• Ease of implementation: Recall that the shortest-path tree

(or the center-based tree) is composed of two or more
shortest paths. Since unicast routing algorithms also com-
pute shortest paths, the multicast routing protocol can be
implemented as an add-on to the unicast routing protocol.

• Efficient computation of the multicast tree: Note that finding
the shortest-path or center-based tree requires much less
computation and memory resources than are required by
other sophisticated algorithms, such as KMB.
The remainder of this section is organized as follows. We

examine IGMP and describe Reverse-Path Multicast (RPM),
a multicast routing algorithm employed by DVMRP. We also
examine DVMRP, MOSPF, CBT, PIM, and BGMP, respec-
tively. We also briefly examine two new protocols, called
EXPRESS [37] and Simple Multicast [38].

Internet Group Management Protocol
IGMP [30] is a protocol that is implemented within the IP
module of a host,11 and it extends the host’s IP implementa-
tion to support multicasting. IGMP is used between a host
and the immediately neighboring multicast router.

Multicast groups are identified by class D IP addresses (i.e.,

those with 1110 as their high-order four bits). The address 224.0.0.0
is guaranteed not to be assigned to any group, and 224.0.0.1 is
assigned to the permanent group of all IP hosts (including gate-
ways). This address is used to address all multicast hosts on the
directly connected network. There is no multicast address (or any
other IP address) for all hosts on the entire Internet.

IGMP enables a multicast router to keep track of multicast
group membership information by employing two types of
IGMP messages: host membership query and host membership
report. Host membership query messages are periodically sent
by multicast routers to discover which multicast groups have
members on the attached local network. Queries are
addressed to the all-hosts group (address 224.0.0.1). Hosts
respond to a query by generating host membership reports
(hereafter called join-group reports), reporting each multicast
group to which they belong. When a host joins a new group, it
immediately sends a join-group report for that group rather
than wait for a query. When a host decides to leave a group, it
sends a leave-group report to the multicast router.

Reverse-Path Multicast
RPM [39] enables multicast routing over a network of routers
connected to each other via communication links.12 In order
to understand RPM, we must first examine a related protocol
called Reverse-Path Forwarding (RPF) [40] which broadcasts a
packet over a network.

■ Figure 8. Various protocols that implement multicasting over the Internet.
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11 A host is any Internet host or gateway other than those acting as multi-
cast routers.

12 A communication link may be a regular point-to-point link, a tunnel,
or a LAN which is shared by the two routers.
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In RPF, a router R forwards a
broadcast packet originating at
source s if and only if it arrives via
the shortest path from the router R
back to the source S (i.e., the reverse
path). The router forwards the pack-
et on all incident links except the
one on which the packet arrived. In
this manner, RPF accomplishes a
broadcast by flooding packets
throughout the network. It should
be noted that in RPF, multiple
copies of the same packet may be
sent over a single link.

In RPM, three modifications are made to the RPF algorithm:
• Each multicast router R knows its child links, the links with

routers whose next-hop router along the shortest path to
the source is R. In other words, each link in the network
has a unique parent router relative to each possible source
S. The set of routers and the corresponding child links form
a spanning tree rooted at source S called the reverse-short-
est-path tree (RSPT). Thus, by employing the RSPT, a
source node (S) can broadcast a packet to all the nodes in
the network.

• Each multicast router knows whether its subnetwork (i.e.,
the LAN to which it is connected) has any hosts which are
members of a multicast group. Recall that a multicast
router collects this information by employing IGMP.

• If a multicast router does not want to receive packets des-
tined to a multicast group, it can send back a prune mes-
sage to its parent (next-hop router to the source). Note that
the prune messages implement on-demand pruning of the
RSPT.
Thus, RPM consists of two steps. First, a multicast packet is

broadcast over the RSPT. When the packet reaches a multi-
cast router for whom none of the child links have members
that belong to the multicast address, a prune message for that
(source, group) pair is generated and sent back to the parent
multicast router (Fig. 9). When a member of a new group on
a particular link appears, a cancellation message to undo the
effect of the prune message is sent out by the router.

A prune message includes an age field which is initialized by
the router that generates the report and increased in value by
every router along the reverse shortest path that receives the
report. When the age of a prune message reaches a threshold,
Tmaxage, it is discarded. This idea ensures that the prune mes-
sages in the network do not contain outdated information.

Distance-Vector Multicast Routing Protocol
DVMRP [31] is a multicast routing protocol which employs
RPM to send multicast packets over a communication network.
DVMRP assigns each communication link a metric and a
threshold. The metric specifies the routing cost of the link and is
used for constructing the RSPT. The threshold is the minimum
time to live (TTL) a multicast packet needs to be forwarded
onto a given link. In this way, the threshold can be used to limit
the geographical scope (i.e., region) of a multicast transmission.
Table 1 lists some conventional TTL values that are used to

restrict the scope of an IP multi-
cast.13

In DVMRP, multicast routers
periodically exchange routing table
update messages with their neigh-
bors. These updates are indepen-
dent of those generated by any
interior gateway protocol, such as
RIP, which maintains routing tables
for unicasting. Based on the
updates from its neighbors, a router
builds its multicast routing tables.14

A sample routing table for a
DVMRP router is shown in Table

2. Since a multicast routing table is based on the RSPT, the
Source and From gateway columns in Table 2 correspond to
the Destination and Gateway columns in a normal unicast
routing table.

Multicast Extensions to OSPF
MOSPF [32, 33] multicasts packets over the shortest-path tree
within an AS. OSPF [33] is a unicast routing protocol that is
employed within an AS. Each OSPF router maintains a database,
called the link state database, which describes the network topolo-
gy of the AS. In OSPF, the link state database is constructed
using five different types of link-state advertisements (LSAs). An
LSA is a “unit of data describing the local state of a router or
network. For a router, this includes the state of the router’s inter-
faces and adjacencies. Each link state advertisement is flooded
throughout the routing domain” [33]. MOSPF extends OSPF by
adding a new type of LSA, called the group membership LSA. In
MOSPF, a router uses IGMP to keep track of group member-
ship information on its attached network, and distributes this
information by flooding the group membership LSA throughout
the AS. Thus, by employing the link state database, a router can
compute a shortest-path tree for any node in the AS. When a
router receives a multicast packet, it computes a shortest-path
tree rooted at the source of the packet and forwards the packet
accordingly. In order to conserve CPU and memory resources at
the router, the shortest-path tree is computed on demand (i.e., at
the arrival of the first multicast packet).

■ Figure 9. An example of how a prune message is generated and
sent to the parent router. Nodes 6 and 7 send a prune message
to their parent node (3), which in turn generates a prune mes-
sage and sends it to its parent node (1). Node 2 does not gener-
ate a prune message because it received a prune message from
only one of its two child nodes.
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■ Table 1. An example of TTL values and their scopes.

0 Restricted to the same host 

1 Restricted to the same subnetwork 

15 Restricted to the same site 

63 Restricted to the same region 

127 Worldwide 

191 Worldwide; limited bandwidth 

255 Unrestricted in scope

TTL threshold Scope

13 Since TTL-based scoping is coarse-grained, it may not be appropriate
for certain applications. In such cases, we may employ Administratively
Scoped IP Multicast [41, 42] which is a more fine-grained scoping method
than the TTL-based method.

14 The algorithm employed in DVMRP to build routing tables is very simi-
lar to the one employed by RIP. For further details, please refer to [31, 43].
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Core-Based Tree (CBT)
In a very large network with many simultaneously active mul-
ticast groups, DVMRP can become very costly for two rea-
sons. First, the broadcast of the initial packet in RPM can be
costly if the network consists of tens of thousands of nodes, of
which only a few are a part of the multicast group. Second,
each multicast router has to keep track of every (source,
group) pair, which may become unwieldy as the number of
multicast groups and sources increase. The CBT architecture
[22, 23] is an attempt to overcome the shortcomings of
DVMRP. In CBT, branches emanate from a single node
known as the core of the tree. These branches are made up of
other routers, so-called on-tree routers, which form a shortest
path between a host’s directly attached router and the core.
The CBT architecture significantly decreases the size of multi-
cast routing tables at the routers, because it requires the
routers to store routing information for every active group
(i.e., per tree) as opposed to storing information for every
active (source, group) pair. Once the core router is chosen,
routers that are not on the CBT can send a JOIN\REQUEST
message to the core router which sets up the routing tables at
every hop. In this manner, CBT creates a bidirectional shared
center-based tree.

Protocol-Independent Multicast
In attempting to remove the shortcomings of DVMRP, CBT
inadvertently introduces some new problems. In [34] CBT’s
shortcomings were analyzed, and a new protocol, called PIM
[34, 44, 45], was presented, which addresses these shortcom-
ings. To understand the motivation behind PIM, we must first
understand the limitations of CBT.

As seen in the previous section, CBT uses a single delivery
tree for each group, routed at a core router and shared by all
nodes which send packets to the multicast destination set. As
desired for sparse groups, CBT does not exhibit the occasion-
al broadcasting behavior of RPM. However, CBT does so at
the expense of imposing a single shared tree for each multi-
cast group. This can result in concentration of all the sources’
traffic on a single link. In [34], this phenomenon is referred to
as traffic concentration. This is one of the limitations of CBT,
or any protocol that imposes a single shared tree per group
for distribution of all data packets.

It is evident, though, that both types of trees (RSPTs and
CBTs) have their advantages. For example, shared trees may
perform very well for a large number of low-data-rate sources
which are spread over a large geographical area (e.g., resource
discovery applications), while RSPTs may be better suited for
high-data-rate sources (e.g., real-time videoconferencing). An
analysis of these trade-offs can be found in [21]. It would be
ideal to flexibly support both types of trees within one multi-
cast architecture, so the selection of tree types becomes a con-
figuration decision within a multicast protocol.

PIM is designed to address the two issues stated above: to
avoid the overhead of broadcasting packets when group mem-
bers sparsely populate the Internet, and to do so in a way that
supports good-quality distribution trees for heterogeneous
applications. Thus, PIM has two modes of operation: PIM
Dense Mode (PIM-DM), which employs an RSPT (similar to
DVMRP), and PIM Sparse Mode (PIM-SM), which employs

unidirectional shared trees. PIM-DM multicast
tree construction is data-driven, that is, dense
mode will be used only if data rates exceed a cer-
tain value.

Some of the important facts about PIM-SM
are as follows:
•PIM-SM employs per-group rendezvous points

(RPs) for receivers to meet new sources. RPs
are used by senders to announce their existence, and by
receivers to learn about new senders of a group.

• Routers with local (or downstream) members join a PIM-
SM tree using explicit join messages. (In contrast, DVMRP
generates the multicast tree by pruning an RSPT.)
Now we explain how a host can join a group and receive

multicast packets using PIM-SM. We assume that routers lis-
ten to a well-known multicast group to obtain the group-
address-to-RP bindings. Thus, every router knows the
designated RPs for a given multicast group. When a host sig-
nals that it wants to join a PIM-SM multicast group (i.e., by
sending an IGMP message), its first-hop router sends a PIM-
join message toward the RP advertised for the group. Process-
ing of this message by intermediate routers sets up the
multicast tree branch from the RP to the host. When a source
starts to send data packets to a multicast group, it sends a PIM
register message, piggybacked on the data packet, to the RPs
for that group. The RP responds by sending a join toward the
source. Processing of these messages by intermediate routers
sets up a packet delivery path from the source to the RP.

If source-specific (i.e., RSPT) distribution trees are desired,
a router sends a PIM-join message toward the source. Figure
10 shows the steps involved in joining a multicast group and
setting up a source-specific distribution tree. A router can
send a PIM prune message to tear down a connection. A
router may want to tear down a connection because it is no
longer a part of a multicast group, or it has a RSPT connec-
tion to the source and does not need the connection to the
RP anymore. Note that when a router joins the source through
an RSPT, it effectively changes the path for all its downstream
routers and hosts.

Border Gateway Multicast Protocol
Border routers employ BGMP [36] to facilitate multicast com-
munication across different ASes. BGMP consists of two com-
ponents, namely, the MIGP component and the BGMP
component. The border router employs the MIGP component
to participate in the MIGP protocol within the AS, and the
BGMP component to construct a bidirectional center-based
tree with other border routers. In BGMP, the root of the cen-
ter-based tree is an entire AS rather than a single router. The
root AS of a multicast address is the AS which has claimed
the multicast address by employing a global multicast address
allocation protocol such as the Multicast Address Set Claim
(MASC) [46] protocol.

BGMP uses TCP as its transport protocol. Border routers
set up a TCP connection between themselves, and exchange
BGMP messages. When group memberships change, border
routers send incremental join/prune updates to one another.
Since the shortest path from a multicast source to a destina-
tion can be different than the path imposed by the shared
tree, BGMP also allows a border router to attach a source-
specific branch to the center-based tree.

Figure 8 demonstrates how BGMP enables multicasting
across ASes. Shown in the figure are six ASes (or domains),
each of which employs a different MIGP. Consider a multicast
group consisting of sources S1 and S2 in domains B and A,
respectively, and three multicast receivers R1, R2, and R3 in
domains D, A, and E, respectively. We assume that domain B

■ Table 2. An example of a DVMRP routing table.

128.1.0.0 255.255.0.0 128.7.5.2 3 Up 200 

128.2.0.0 255.255.0.0 128.7.5.2 5 Up 150 

128.3.0.0 255.255.0.0 128.6.3.1 4 Up 200

Source Subnet mask From gateway Metric Status TTL
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is the root domain of the multicast group. Thus, the center-
based tree created by BGMP for the multicast group is rooted
at domain B and is shown by thick bidirectional lines in the
figure. Since domain C does not have any nodes belonging to
the multicast group, it is not included in the bidirectional mul-
ticast tree. Note that multicast packets originating from
source B traverse domain F in order to reach domains A and
E. Packets originating from source S2 in domain A reach
receiver R3 in domain E via the border router in domain F.
Since border routers in domains A and E are directly connect-
ed, receiver R2 can set up a source-specific branch via the
shortest path from source S2 to receiver R2 as shown by the
dashed line. Now, receiver R2 will receive packets from
source S2 via the source-specific branch, and from other
sources via the center-based tree that was set up by BGMP.

Recent Trends
In this section we briefly discuss two recently proposed proto-
cols which extend the IP multicast model. In the current IP
multicast model, a multicast address (class D address) refers to
a group of hosts. Some of the problems with this model are:
• There is no mechanism to estimate the multicast group size.
• There is no mechanism to restrict unauthorized senders

(receivers) from sending (receiving) traffic to (from) the
multicast group.

• The model requires a protocol such as MASC to allocate
globally unique multicast addresses.

The two protocols discussed in this section attempt to address
the above problems by extending the IP multicast model.

Explicitly Requested Single Source (EXPRESS) [37]
extends IP multicast to support the channel model. A channel
consists of one explicitly designated source and zero or more
subscribers. EXPRESS builds source-specific trees for each
channel which are addressed by the tuple (C, M), where C is
the source’s IP address and M is a multicast address. Note
that EXPRESS does not require a protocol to allocate global-
ly unique multicast addresses, because a channel is identified
not only by the multicast address, but also by the IP address

of the source node. Unauthorized hosts can be restricted by
associating a key with a channel which is initialized by the
source. EXPRESS also provides a mechanism for counting
the number of receivers in a multicast group. 

Simple Multicast [38] addresses the problem of allocating a
globally unique multicast address to each group. It proposes
that each multicast group be referred to by the tuple (C, M),
where C is the address of the core router of the multicast tree
and M is a multicast address. Simple Multicast builds bidirec-
tional shared trees rooted at the core node. Global address
management is not an issue because a multicast group is iden-
tified not only by the multicast address (class D address), but
also by the IP address of the core node.

Conclusion
Today, many multicast applications exist, but the implementa-
tion of these applications is not necessarily efficient because
today’s WANs were designed to mainly support point-to-point
(unicast) communication. In the future, as multicast applica-
tions become more popular and bandwidth-intensive, there
will emerge a pressing need to provide efficient multicast sup-
port on WANs. In this work we present a tutorial-cum-survey
of some of the important topics in multicasting. First, we
study the problem of multicast routing algorithms which are
fundamental to all of the research in multicasting, such as
what is a multicast tree, and how does one construct it? We enu-
merate the properties of a good multicast tree, and note that
finding such a multicast tree can be very difficult. Since most
algorithms that have been proposed in the literature mainly
focus on optimizing one of the properties of a good multicast
tree, we categorize the algorithms based on the property they
attempt to optimize and separately examine each category, viz.
low cost, low delay, scalability, support for dynamic multicast
groups, survivability, and fairness.

Next, we examine various protocols that are employed on
the Internet, namely, Internet Group Management Protocol
(IGMP) [30], Distance-Vector Multicast Routing Protocol

■ Figure 10. An xample of how a receiver joins, sets up a shared tree, and switches to a source-specific tree. Actions are numbered in the
order in which they occur.

Designated
router

Rendezvous point

First-hop router from the source

LAN

Host

Source D

A B C

2. IGMP
host-report
for G.

1. IGMP
host-query.

3. Send PIM join
message to B.

6. Receive multicast packets on shared RP tree
If data rate > threshold, then

Send PIM join message to B.

4. Send PIM join
message to C.

7. Send a PIM join message to D.
After receiving packets from D,
send a PIM prune message to C.

5. Send multicast packets
from source to B.
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(DVMRP) [31], Multicast Extensions for OSPF (MOSPF)
[32, 33], Core-Based Tree (CBT) [22, 23], Protocol-Indepen-
dent Multicast (PIM) [34, 35], and Border Multicast Gateway
Protocol (BGMP) [36]. We also briefly examine recently pro-
posed protocols, namely, Explicitly Requested Single Source
(EXPRESS) [37] and Simple Multicast [38].

Research in multicasting covers a very wide range of topics.
In this tutorial we cover the topics we believe are most rele-
vant to a general networking audience; thus, additional topics
such as reliable multicast, multicast support for mobile com-
puting, layered encoding techniques for multicast audio and
video applications, multicast in optical networks, and multicast
address management were not covered. Future research top-
ics, solutions to which will be very desirable, include secure
group communication, survivability in multicast routing, and
congestion control in reliable multicast protocols.
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