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Abstract—The zone routing protocol (ZRP) is a hybrid routing  vironments. This makes ad hoc networks very appropriate
protocol that proactively maintains routes within a local region of  for providing tactical communication for military, law en-

the network (which we refer to as the routing zone). Knowledge of ¢, cament, and emergency response efforts. Ad hoc networks
this routing zone topology is leveraged by the ZRP to improve the | | le | ivili f h lectroni
efficiency of a reactive route query/reply mechanism. The ZRP can aiso play a roe_ In civilian forums suc QS eec ronlg
can be configured for a particu|ar network through adjustment Classrooms, convention centers, and construction sites. With

of a single parameter, the routing zone radius. In this paper, such a broad scope of applications, it is not difficult to envision

we address the issue of configuring the ZRP to provide the best ad hoc networks operating over a wide range of coverage areas,
performance for a particular network at any time. Previous work node densities. and node velocities

has demonstrated that an optimally configured ZRP operates at | der t ide d tralized d tetherl
least as efficiently as traditional reactive flood-search or proactive n _Or er 1o provide decentralized and tether eSS_ C_0m_mu'
distance vector/link state routing protocols (and in many cases, Nication, ad hoc networks need to overcome the limitations

much more efficiently). Adaptation of the ZRP to changing of portable wireless communication. The unguided wireless
network conditions requires both an understanding of how the medium and surrounding physical environment significantly
ZRP reacts to changes in network behavior and a mechanism (0 aenyate and distort radio transmissions, resulting in relatively

allow individual nodes to identify these changes given only limited liab| icati h a8 . | lit
knowledge of the network behavior. In the first half of this paper, UN'€!lablé communication channeissecause signal quaity

we demonstrate the effects of relative node velocity, node density, rapidly degrades with distance, the effective transmission area
network span, and user data activity on the performance of the of a node is limited, profoundly affecting the way that the
ZRP. We then introduce two different schemes (“min searching” wireless medium can be shared. The limited transmission
and “traffic adaptive”) that allow ipdividual nodes.to ide.ntify and range does benefit the system by allowing channels to be
appropriately react to changes in network configuration, based iall d H b . feri . |
only on information derived from the amount of received ZRP Spat'.a y reused. owever, ecause Interfering S'Qn.as at a
traffic. Through test-bed simulation, we demonstrate that these re€ceiver may be considerably attenuated at a transmitting node,
radius estimation techniques can allow the ZRP to operate within traditional carrier sensing techniques cannot be used to avoid
2% of the control traffic resulting from perfect radius estimation.  collisions. This hidden terminal problem [14] can significantly
Index Terms—Ad hoc network, bordercast, hybrid routing, reduce the amount of traffic carried by the system. Some
proactive routing, reactive routing, routing protocol, routing zone,  of this lost capacity can be regained through special media
zone routing protocol (ZRP). access control mechanisms that allow receivers to control
access to the channel (often in the form of hand-shaking
packet exchanges and/or “busy tone” signaling). However,
satisfactory throughput requires that nodes consume band-
A. A Brief Overview of Ad Hoc Networks width quiciqust. F_urther constraints are introduce_d by thg
communication devices themselves, which are equipped with
D HOC NETWORKS are self-organizing wireless netfightweight batteries to support portability. In order to provide
works composed of mobile nodes and requiring no fixegfficient battery life, power must be conserved, limiting the
infrastructure. The limitations on power consumption impos&ghnsmission range, data rate, communication activity (both
by portable wireless radios result in a node transmission ranggnsmitting and receiving), and processing speed of these
that is typically small relative to the span of the network. Tgevices.
provide communication throughout the entire network, eachThe potential for large-scale ad hoc networking applications
node is also designed to serve as a relay. The result igg)s for a special class of ad hoc networks which we refer to as
distributed multihop network with a time-varying topology. reconfigurable wireless networks (RWN'’s). RWN'’s may span
Because ad hoc networks do not rely on existing infrastrugyer a wide geographic area and consist of many (perhaps
ture and are self-organizing, they can be rapidly deployggindreds or thousands) of nodes. The nodes can exist on top
to provide robust communication in a variety of hostile eryf a variety of platforms (i.e., pedestrians, tanks, planes, etc.)
Manuscript received May 9, 1998; revised January 29, 1999. This wod1d exhibit a wide range of speeds and mobility patterns.
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pearlman@ee.cornell.edu; haas@ee.cornell.edu). 1Compared to wired channels operating with the same transmission power
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as network topology information becomes more detailed aadsequence of node addresses accumulated during the route
up-to-date. On the other hand, in an RWN, the topology maylery phase. In the case of DSR, the node addresses are
change quite often, requiring large and frequent exchangesumulated in the query packet and are returned to the
of data among the network nodes. This is in contradictiource to be used for source routing. AODV, on the other
to the fact that all updates in the wireless communicatidrand, distributes the discovered routes in the form of next-
environment travel over the air and are costly in resourceshop information stored at each node in the route. The route
accumulation process can be extended to address quality-
of-service (Qo0S) routing requirements, by recording various
B. Routing Protocols—A Short Survey quality measurements. For example, in associativity-based

In the past, routing in multihop packet radio networks wa®uting (ABR) [15], link stability is recorded for each link
based on shortest-path routing algorithms, such as the dRata query packet traverses. The link stability measurements
tributed Bellman—Ford (DBF) algorithm [1]. These algorithmgrovide a basis for determining the “best” route to return back
suffer from very slow convergence (the “counting-to-infinity’to the source.
problem). Besides, DBF-like algorithms incur large update The on-demand discovery of routes can result in much less
message penalties. Protocols that attempted to cure somdrafic than standard distance vector or link state schemes,
the shortcomings of DBF, such as destination sequenced d@ispecially when innovative route maintenance schemes are
tance vector routing (DSDV) [11], were proposed. Howevegmployed. However, the reliance on packet flooding may still
synchronization and extra processing overhead are comm@®ad to considerable control traffic in the highly versatile RWN
in these protocols. environment.

In wired networks, the problem of routing convergence A routing algorithm for ad hoc networks where each node
has been addressed by link-state protocols, particularly thelongs to two networks, a physical and a virtual network, is
open shortest path first (OSPF) protocol [7]. While linkpresented in [13]. Routing is based on temporary addresses.
state protocols converge more rapidly than distance vectdtemporary address is a concatenation of the node’s address
protocols, they do so at the expense of significantly mo@# each one of the two networks. Upon physical migration,
control traffic. For networks like the RWN, which experienc& node is required to acquire a new temporary address. In
frequent changes in network topology, the increase in cont@ider to communicate with a node, a query phase is initiated
traffic overhead can overwhelm the network’s resources. Thy the source, in which the nodes that belong to the source’s
recently proposed optimized link state protocol (OLSR) [5] utiphysical and virtual networks are polled about the address of
lizes a multicast-like mechanism (called “multipoint relay”) tdhe destination.
reduce the amount of traffic produced by the periodic topology The virtual network routing is an interesting idea. However,
updates. This has the potential for performing well on smallgre dynamic assignment of unique node addresses can be quite
ad hoc networks. However, the underlying mechanisms @fiallenging in an ad hoc network. In particular, duplicate
periodic and global topology updates do not appear to scal@dresses may arise, even if the address assignment is centrally
up to the larger more dynamic RWN's. controlled within each physical subnet (i.e., if a physical subnet

Motivation to both improve protocol convergence and rdsecomes partitioned). Furthermore, the routing can be far from
duce traffic has led to the development of proactive pagptimal, as it is based on hopping within virtual networks,
finding algorithms that combine features of the distance vectwhich are determined by the sources and the destination
and link state approaches. Each node constructs a minimagdresses and not by the nodes’ geographical locations.
spanning tree based on knowledge of its neighbors’ mini- Another interesting approach for routing in the ad hoc
mum spanning trees and the link costs to each neighboetwork is the Landmark Hierarchy [18]. Each router in the
Realizations of the path finding algorithms, like the wirelessetwork is treated as a landmark of leyelmeaning that it is
routing protocol (WRP) ([8] and [9]), are able to eliminatévisible” to all nodes that are within-; hops ¢; < 7;41).
the counting-to-infinity problem and reduce the occurrence bandmarks are dynamically assigned such that a landmark
temporary loops, often with less control traffic than traditionalf level j is always withins; hops of at least one level
distance vector schemes. The main disadvantage of WRP ig it 1 landmark. Furthermore, a network must have at least
the fact that routing nodes constantly maintain full routingne highest-level landmark whose raditig is at least as
information in each network node, which was obtained #rge as the network diameter (i.e., visible by all network
relatively high cost in wireless resources. nodes). Nodes are dynamically addressed based on a sequence

Routing protocols that are based on a source initiat®dlandmark ID’s which represent its location in this landmark
query/reply process have also been introduced. Such tebferarchy.
nigues typically rely on the flooding of queries to discover Because a level landmark may be associated with multiple
a destination. In the temporally ordered routing algorithievel j+ 1 landmarks rather than a single gateway/clusterhead,
(TORA) [10], the resulting route replies are also flooded in the landmark hierarchy is more robust than traditional area
controlled manner to distribute routes in the form of directeierarchies. However, the landmark hierarchy still suffers from
acyclic graphs (DAG's) rooted at the destination. In contraghe basic inefficiencies typical of all hierarchical protocols.
protocols such as dynamic source routing (DSR) [6] and &irst, extra overhead is required to determine landmark as-
hoc on demand distance vector (AODV) [12] unicast the rougggnment (this is similar to the overhead associated with
reply back to the querying source along a path specified bgteway assignment in area hierarchies). This is especially
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problematic for RWN’s, where frequent topology changes

can result in a constant reorganization of the network-wide

hierarchy. Second, the imposed hierarchy can prevent direct
communication between two nodes capable of establishing a
link. In many cases, this constraint leads to suboptimal routes.
Finally, the hierarchy can also result in network congestion, as
a smaller number of higher level landmarks become the target
of cross network traffic.

C. Reactive Versus Proactive Routing

The existing routing protocols can be classified either as
proactive or reactive. Proactive protocols attempt to continu-
ously determine the network connectivity so that the route is
already available when a packet needs to be forwarded. The 1 A routing zone of radius two hops.
families of traditional distance vector and link state protocols
are an example of a proactive scheme. Reactive protocdisature of the protocol is that its behavior is adaptive, based
on the other hand, invoke a route determination procedusf the current configuration of the network and the behavior
only on demand. Thus, when a route is needed, some sgitthe users.
of global search procedure is employed. The classical flood

search algorithms are reactive protocols. A. The Notion of a Routing Zone and Intrazone Routing
The advantage of the proactive schemes is that when a route

is needed, there is little delay until the route is determined.” routing zone (of radiug) is defined for each node and

In reactive protocols, because route information may not ludes the nodes whose minimum distance in hops from the

available at the time a route request is received, the def§de in question is at mogthops. An example of a routing

to determine a route can be quite significant. Furthermo@®ne€ (for node S) of radius two hops is shown in Fig. 1. For
the global search procedure of the reactive protocols requifB§ Purpose of illustration, we depict zones as circles around
significant control traffic. Because of this long delay and eX® node in question. However, one should keep in mind that
cessive control traffic, pure reactive routing protocols may nBte Z0ne is not a description of physical distance, but rather
be applicable to real-time communication. However, purefjPdal connectivity (hops). . _
proactive schemes are likewise not appropriate for the RWNNOte thatin this example, nodes A-K are within the routing
environment, as they continuously use a large portion of tf@n€ Of the central node S. Node L is outside S's routing
network capacity to keep the routing information current. Sin@@ne- Peripheral nodes are nodes whose minimum distance to
nodes move quite fast in an RWN, and as the changes ﬂﬁ? n_oqle in question is exactly equal to th_e zone radius. Th_e
be more frequent than the route requests, most of this routifignaining nodes are categorized as interior nodes. Thus, in
information is never even used. This results in a further wadild- 1. nodes A-F are interior nodes while G—K are peripheral
of the network capacity. nodes. Beca}use egch node maintains its own routing zone, the
What is needed is a protocol that initiates the rout&°nes of neighboring nodes can heavily overlap.
determination procedure on-demand, but at limited search cosf0" @ routing zone of radiug, the number of routing zone
The zone routing protocol (ZRP) provides efficient and fafdes can be regulated through adjustments in each node’s

discovery of routes by integrating the two radically differepf@nsmitter power. Subject to the local propagation conditions
classes of traditional routing protocols. and receiver sensitivity, the transmission power determines

the set of neighbor nodes, i.e., those nodes that are in direct

communication with a node. To provide adequate network

Il. THE ZRP reachability, it is important that a node be connected to a suf-

The ZRP [2]-[4] is an example of a hybrid reacficient number of neighbors. However, more is not necessarily
tive/proactive routing protocol. On one hand, it limits thdetter. As the transmitters’ coverage areas grow larger, so do
scope of the proactive procedure only to the node’s locle membership of the routing zones. This can result in an

neighborhood. The local routing information is referred texcessive amount of route update traffic. [Additionally, larger
quite often in the operation of the ZRP, minimizing the wast@ansmitter coverage leads to more neighbors and increased

associated with the purely proactive schemes. On the otleentention (locally) for the wireless channel.]

hand, the search throughout the network, although it is global,Each node is assumed to maintain routing information only
is performed by efficiently querying selected nodes in the those nodes that are within its routing zone. Because the
network, as opposed to querying all the network nodes. updates are only propagated locally, the amount of update
The protocol identifies multiple loop-free routes to théraffic required to maintain a routing zone does not depend
destination, increasing reliability and performance. Routing @n the total number of network nodes (which can be quite
flat rather than hierarchical, reducing organizational overhedarge). We assume that a node learns its zone through some
allowing optimal routes to be discovered, and reducing tlsert of a proactive scheme, which we refer to here as the

threat of network congestion. However, the most appealiigrazone routing protocol (IARP). In this paper, we use a split-
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horizon version of the distance vector algorithm. However, any
other proactive scheme would do. While the performance of
the ZRP depends on the choice of IARP implementation, our
experience suggests that the tradeoffs are not strongly affected
by the particular choice of the proactive scheme used.

B. Interzone Routing and the ZRP

The IARP maintains routes only for those nodes that are
within the coverage of the routing zone. For RWN’s, the
coverage of a routing zone is relatively small compared to
the size of the network. Thus, most destinations lie outside
of a node’s routing zone, and the desired routing information
cannot be immediately provided by the IARP. As we shall se@9- 2= An example of IERP operation.
the real benefit of the IARP is realized when the topology of a

node’s routing zone can be indirectly leveraged to satisfy th@des; that is, S sends a query to nodes C, G, and H. Now, in
entire network’s demand for routes. turn, after verifying that D is not in its routing zone, each one
The interzone routing protocol (IERP) is responsible fasf these nodes forwards the query by bordercasting the query
reactively discovering routes to destinations located beyogslits peripheral nodes. In particular, H sends the query to B,
a node’s routing zone. The IERP is distinguished from sta@hich recognizes D as being in its routing zone and responds
dard flooding-based query/response protocols by exploiting tethe query, indicating the forwarding path: S—H-B-D.
structure of the routing zone. The routing zones increase theas indicated by this example, a route can be specified
probability that a node can respond positively to a route queBy a sequence of nodes that have received the successful
This is beneficial for traffic that is destined for geographicall},ERp query thread. The manner in which this information is
close nodes. More importantly, knowledge of the routing zon®llected and distributed is specified by a route accumulation
topology allows a node to efficiently continue the propagatigsrocedure. In the basic route accumulation, a node appends
of a query in the more likely case that destination cannot 5§ |D to a received query packet. When a node finds the
found. This is achieved by a packet delivery service, calleféstination in its zone, the accumulated sequence of ID's
bordercasting, that allows a node to direct a message to dffecifies a route between querying source and destination. By
peripheral nodes. In its simplest form, bordercasting could kgversing the accumulated route, a path is provided back to
implemented through network layer unicasting or multicastingie query source. This information can be used to return the
of messages to the peripheral nodes. This approach prevestge reply through source routing.
nonperipheral nodes from accessing the bordercasted messagesven sufficient short-term storage at each node, a route
as they are relayed to the edge of the routing zone. As wihn be temporarily stored by the queried nodes in the form of
be shown later, such access is central to the control of thext-hop routes back to the queried source. Rather than append
route query process. As such, a more suitable implementatigN |D to an accumulated route, a node would write its ID,
of bordercasting indirectly sends messages to peripheral nogggcifying it as the most recently queried node and overwriting
by forwarding them between adjacent nodes. the ID of the previously queried node. A node receiving this
The IERP operates as follows: the source node first Che%{ﬁery would know that the source could be reached through
whether the destination is within its ZOFIH:.SO, the path to the the most recently queried node and record this information
destination is known, and no further route discovery processifta temporary routing table. In this case, route accumulation
is required. If the destination is not within the source’s routingould occur during the route reply phase rather than the route
zone, the source bordercasts a route request (which we gglery phase, resulting in less IERP traffic.
simply a request) to all its peripheral nodeNow, in turn, all A nice feature of this distributed route discovery process
the peripheral nodes execute the same algorithm: they chegkhat a single route query can return multiple route replies.
whether the destination is within their zone. If so, a routghe quality of these returned routes can be evaluated based
reply (which we call simply a reply) is sent back to the sourcgn hop count (or any other path mefriaccumulated during
indicating the route to the destination (more about this intﬂe propagation of the query)_ The best route can be selected
moment). If not, the peripheral node forwards the query to ifased on the relative quality of the route (i.e., choose the route
peripheral nodes, which in turn execute the same procedurgith the smallest hop count or shortest accumulated delay).
An example of this Route Discovery procedure is demon- The intuition behind the ZRP is that querying can be
strated in Fig. 2. The source node S needs to send a packgidfformed more efficiently by bordercasting queries to the
the destination D. To find a route within the network, S fir%eriphery of a routing zone rather than f|00ding the queries
checks whether D is within its routing zone. If so, S knows ﬂ”@/er the same area. However, pr0b|ems can arise once the
route to D. Otherwise, S bordercasts a query to its peripheglery leaves the initial routing zone. Because the routing zones
2Remember that a node knows the identity, distance to, and a route tofgavily overlap, a node can be a member of many routing
the nodes in its zone. zones. It is very possible that the query will be forwarded

3 Again, the identity of its zone peripheral nodes are known to the node in
question. 4Typical path metrics include hop count, delay, capacity, etc.
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Fig. 3. Guiding the search in desirable directions.

to all the network nodes, effectively flooding the network.
But a more disappointing result is that the IERP can result in
much more traffic than the flooding itself, due to the fact that
bordercasting involves sending the query along a path equal
to the zone radius.

In order to understand the cause of the ZRP control traffic
problem, it is important to stress one of the key features of
the routing zone: a node’s response to a route query contains
information about that node’s entire routing zone. From this
perspective, excess route query traffic can be regarded as a
result of overlapping query threads (i.e., overlapping queried
routing zones). Thus, the design objective of query control
mechanisms should be to reduce the amount of route query
traffic by steering threads outward from the source’s routirfy. 4. Early termination (ET).
zone and away from each other (see Fig. 3). This problem is

addressed primarily through appropriate mechanisms of queryrpe ability to terminate an overlapping query thread de-
detection and query termination. pends on the ability of nodes to detect that a routing zone they
When the ability to terminate route query threads is Iimitegek)ng| to has been previously queried. Clearly, the central
to peripheral nodes, threads are allowed to penetrate ip§de in the routing zone (which processed the query) is
previously covered areas, which generates unnecessary Corfihre that its zone has been queried. In order to notify the
traffic. This excess traffic can be eliminated by extending theémaining routing zone nodes without introducing additional
thread termination capability to the intermediate nodes th@ntrol traffic, some form of “eavesdropping” needs to be
relay the thread. We refer to this approach as early terminatipiplemented. The first level of query detection (QD1) allows
(ET). Fig. 4 illustrates the operation of the ET mechanisnthe intermediate nodes, which transport queries to the edge
Node S bordercasts a route query with node C as one dgifthe routing zone, to detect these queries. In single channel
the intended recipients. Intermediate node A passes along He@works, it may be possible for queries to be detected by any
query to B. Instead of delivering the query to node C, node flode within the range of a query-transmitting node. This ex-
terminates the thread because a different thread of this quesyided query detection capability (QD2) can be implemented

1399

Previously
detected

query

was previously detected. Intermediate nodes may termin&teusing IP broadcasts to send route quetigig. 5 illustrates

existing queries but are restricted from issuing new que”essAlternatively, IP can unicast the queries if the MAC and IP layers are

Otherwise, the ZRP would degenerate into a flooding protocgkrmitted to operate in promiscuous mode.
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traffic generated by the ZRP. Our results demonstrate the
dependence of the optimum ZRP routing zone radius on
network configuration and node behavior.

We characterize the RWN based on the nodal perception of
the network. For instance, average node density is expressed
as the average number of neighbors per node, rather than a
physical measure of nodes per unit area. It is the former mea-
sure that directly influences the behavior of routing protocols.
The relationship between physical node density and perceived
node density is actually a complicated function of factors like
node transmission power, node activity, fading conditions,
receiver sensitivity, etc. Likewise, relative node velocity, as
perceived by the ZRP, can be expressed in terms of rate of

Fig. 5. Query detection (QD1/QD2). new neighbor acquisition rather than the physical measure
of distance traveled/unit time. These two measures provide
TABLE | the information needed by a routing protocol to determine
VARIABLE SMULATION PARAMETERS how connected the network is and how often the connectivity
Parameter Symbol Values Default changes. From here on, we refer&as the average number
Zor[‘ﬁo';;d'us P 1-8 - of neighbors and: as the rate of new neighbor acquisition.
Node Density 5 39 3 Control traffic is viewed as the sum of the IARP
[neighbors/node route update packets and the transmissions of IERP re-
Rel. node spee V 0.1-2.0 1.0 quest/reply/failure packets. While the neighbor discovery
[neighbors/s] (HELLO) beacons could be considered control overhead,
# of Nodes N 200-1000 500 . - o ) .
[nodes] this additional traffic is independent of both mobile velocity

and routing zone radius. Furthermore, the neighbor discovery
] . process is not an exclusive component of the ZRP; various
both levels of advanced query detection. In this exampl@ac protocols are also based on neighbor discovery. As such,
node S bordercasts to two peripheral nodes, B and D. Tig peacons do not contribute to the relative performance of
intermediate nodes A and C are able to detect passing threggS 7Rp and are not accounted for in our analysis.
using QD1. If QD2 is implemented, node E will be able 10 |ARP route updates are triggered based on the change in
“eavesdrop” on A’s transmissions and record the query as Welhnnectivity with a neighbor. When a neighbor is discovered,
The techniques just discussed improve the efficiency of thes neighbor is sent a portion of the IARP routing table, and the
IERP by significantly reducing the cost of propagating a singlguting zone is updated based on the new connection. When
query. Further improvements in IERP performance can Bee neighbor is lost, the routing zone is updated about the lost
achieved by reducing the frequency of route queries, initiatiignnection. While a node is directly connected to a neighbor,

a global route discovery procedure only when there is\ge assume that the link cost remains constant. Thus, the rate
substantial change in the network topology. More specificallys |ARP traffic can be expressed as

active routes are cached by nodes: the communicating end _ S
nodes and intermediate nodes. Upon a change in the netwéNQP traffic/node/s= v - IARP update traffic/neighbop, 6).

topology, such that a link within an active path is brokenz Note that the amount of IARP traffic per node does not

Yepend on the total node populatid¥. This is due to the
procedure substitutes a broken link by a minipath betwe F;l scope of the routing zporf)eu I 1S 15 au

the ends of the broken' link. A path update is the.n generatedry . i of IERP traffic can be regarded as the amount of
and sent to the end points .of the path. Eath repair procedurr%&fiC generated per query, multiplied by the rate at which
tend to reduce the_ path optimality (e.g., increase the Iength eries are initiated. We note that the query control mech-
shortest path routing). Thus, after some number of repairs, sms described in Section Il are able to significantly limit

path endpoints may |r_1|t|ate anew _route discovery procedlﬂ?e occurrence of overlapping queries. The ability of these
to replace the path with a new optimal one. mechanisms to steer queries outwards makes the amount of
traffic that a node receives (per query) essentially independent
of the network size. Assuming that the network topology does
We use the OPNET network simulator from MIL3, an evenfot change significantly during the propagation of a route
driven simulation package, to evaluate the performance of theery, the amount of received traffic/query is also independent
ZRP over a variety of RWN'’s. Each RWN is characterizedf relative node velocity.
by the number of nodesN), node density §), and relative  The rate at which a node initiates queries depends on the
node velocity {). (See Table 1.) For each RWN scenariouser's demand for a route as well as the discovered route’s
the ZRP is evaluated over a range of routing zone radstability. The average initial demand and subsequent use of a
ranging from reactive routingp(= 1) to proactive routing route is usually application specific and can be expressed by
(p — o0). Performance is gauged by measuring the contrisidependent parameter&;n;tial_query N Rroute_usage- ROULE

I1l. EVALUATION OF THE ZRP
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stability, on the other hand, depends on the span of the networlEach simulation runs for duration of 125 s. No data is
(reflecting average route length), as well as node densitpllected for the first 5 s of the simulation, in order to avoid
node velocity, and zone radius, which affect the stability eheasurements during the transient period and to ensure that
a routing zone and the stability of individual connections ithe initial intrazone route discovery process stabilizes.
the source route. We can express route stability in terms offor the purposes of our simulation, we have made a number
average route lifetime, or its inverse, the average route fai|l.6ﬁsimp|ifying assumptions regarding the behavior of the lower
rate Rroute_tailure)- network layers and channel. This simplified model helps to
The amount of IERP traffic per node can be expressed as fhrove understanding of our routing protocol behavior by
rate which routes need to be rediscovered and is approximabggviding our performance measures with some immunity
by th_e equation_s at the bottom of the page. S frgm lower layer effects.
This expression assumes that a route query is initiate In our model, neighbor discovery is based on the reception

upon the f‘.”‘"“re of one route, implying that a node OnI%fHELLO beacons that are broadcast at the MAC layer. These
caches a single route even though the query process retus;l[]‘ns

. . . ort beacons (containing only source address) are transmitted
multiple routes. With multiple cached routes, the rate g . o ,
subsequent queries would decrease. This expression also (%e[sand(_)m mtervals O.f Meali,cacon = 0'.20 s. Neighbor
not take local route repair into consideration. Like muItipI&onneCt'\”ty is determined b_y the re_ceptu_)n_of the HELLO
route caching, local route repair can reduce the rate that flfeacons. If a new beacon fails to arrive Wittin Ticacon Of
depth route queries are initiated. Analysis of the many possifif¢ Most recent beacon, a link failure is reported. Because the
policies for route caching and route maintenance is outsiigks are bidirectional, the need for a more complex HELEO
the scope of this paper. However, our research has shown thBEAR-YOU packet exchange is eliminated. Furthermore, we
this upper bound provides a reasonably good indication of tagsume that neighbor discovery is given highest transmission
basic relationships between network parameters and protoR@Prity and is not destroyed by collisions. This prevents the
performance. inaccurate reporting of link failures for the allowdZ},cacon

The expression also reveals an interesting dependencewsndow.
higher layer behavior. Route queries are triggered either byThe MAC protocol itself provides “ideal” scheduling of
user demand for a unrecorded routes or by use of a route tpatket transmissions to avoid collisions. Although such a
is no longer valid. When the route usage rate is high (relatiggeheme is not possible in practice (especially in a distributed
to the route failure rate), a route can be used many timgg hoc environment), we have found that the control traffic
before a new route query needs to be initiated. Such a scengyé@formance of our routing protocol depends very little on
might occur for applications such as streamed video or largs underlying MAC protocol. By reducing the complexity
file downloads, where there is a short packet interarrival delgyt the MAC layer, simulation of large dense networks of
On the other hand, when route demand is more intermittent,ish |y mobile nodes becomes feasible. In addition, use of an
might be the case for web browsing or telemetry applicationgye a1 MAC allows us to isolate the delays associated with a
a route failure is likely to occur between successive uses of iolar MAC scheme (e.g., collision avoidance algorithms)
a route. In this case, nearly all route accesses can lead & the delays related to the routing protocol.

new route query. . . )
. . Our assumption of a collision-free media access protocol
If routes are used more often than they fail, the querying rate P P

of the network is determined by the network configuration. eans that the average SIR of a received packet is limited by

the other hand, if routes fail more often than they are uset e ambient background and receiver noise. For fixed transmit-

the querying rate becomes driven by the behavior of the users and noise POWErS, we find that the bit error rate (BER) is
asonably low within a distance, which we aall,;;;. Beyond

application. The performance analysis will compare the oversfi . _ ) ;
performance of the ZRP under both conditions. dxmit, the BER increases rapidly. This behavior results from a

Each nodej within the network moves at a constant spee'aipid decrease in received power as the separation distance is
v and is assigned an initial directi®d; which is uniformly increased. We approximate this rapid increase in BER by the
distributed between zero arl- = [radians]. When a node following simplified path loss model.
reaches the edge of the simulation region, it is reflected back/Ve interpret this behavior as follows: any packet can
into the coverage area by setting its direction-#(horizontal be received error free within a radius @k.,;; from the
edges) orr — @ (vertical edges). The magnitude of the velocityransmitter, but is lost beyond,..;;. Note that this implies

is not altered. bidirectional links. Since packet delivery is guaranteed to any
destination in range of the source, we are able to further
6Direction is measured as an angle relative to the positieis. reduce the complexity of our model by eliminating packet

IERP traffic/node/s= |IERP traffic/query/nodg, &) - IERP query/s. ..)

= |ERP traﬁiC/query/HOC{@, 6) N (Rinitial_query + Rsubsequent_queries(- . ))
whereRgypbsequent_queries, the rate which routes need to be rediscovered, is approximated by:

Rsubse uent_queries ~~ Inin(Rroute_failure(N7 v, P, 6)7 Rroute_usa e)
q q g
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Fig. 6. 1ARP traffic generated per neighbor.
retransmission at the data link level high densities, we find that this is the case. However, when
) there are fewer than six neighbors per node, we note that the
0 [dB], for d S dxmlt . . . .
PL(d) = average traffic is less than expected. The disparity becomes
oo [dB], for d > dgmit.

greater asé becomes smaller. This behavior can be easily
explained. In order for the network to be unpartitioned (with

IV.  ZRP PERFORMANCE RESULTS high probability), each node must be able to be directly
. reached by a sufficient number of neighbors. In the absence
A. IARP Control Traffic of partitioning, each flooded query would be received by all

We begin by examining the performance of the proactiveodes. According to our data, six or more nodes can provide
IARP. The IARP route update process consists of notifyingrgasonable network reachability. Three neighbors, on the other
routing zone population about a change in zone topology ahand, is not enough to provide sufficient reachability. In this
exchanging routing tables with newly discovered neighbor&@se, many queries are not received due to partitioning. The
Both of these functions at@(V,one ), WhereN, ... is the zone average number of packets per query is thus noticeably less
population. Therefore, we expect that the amount of IAR{an é. For the remainder of our analysis, we will ignore
traffic should be proportional to the node density 4nd the densities of fewer than five neighbors.
routing zone areap). This behavior is exhibited in Fig. 6. As previous work has shown, the IERP traffic/query de-
Note that the amount of traffic triggered per neighbor do&seases with the zone radius. This is due to the combination of
not depend on the velocity. However, the overall rate of IARPOrdercasting and query control. Bordercasting allows queries
traffic does, and it can be determined by multiplying this pefo be directed to the edge of a routing zone, reducing un-
neighbor traffic by the rate of new neighbor discovery (whicRecessary queries within a routing zone. Query detection

we consider as velocity). and termination mechanisms complement bordercasting by
avoiding redundant queries between routing zones. For a
B. IERP Control Traffic: Traffic Per Query given zone radius, we observe that the amount of received

) ) _traffic/query increases with the zone density. As routing zones

Having examined the IARP, we now focus on the behavigfacome denser, the number of peripheral nodes (and border-
of the reactive IERP. Fig. 7 demonstrates how the amount &f¢t messages) increases. Since these messages are sent out
query related traffic depends on the routing zone and densifygividually, it takes more time for nodes to detect a query
Recall that wherp = 1, the query process is effectively ayithin their zone. This increases the probability that a node
flood search. In the case of flooding, we expect each netwgy unknowingly pass along a redundant query.
node to receive the query and pass it along once to each of itiecq|| that a node will only propagate a query the first time
neighbors. Therefore, each node should receive apgroxmat@{gt it is detected. Therefore, the reception of packets per query
& packets per query since each node haseighbors. For 5 essentially determined by how the query propagates locally,

"More specifically, we mean query packets plus the average numbereHFd it is not affected by th_e size of the network. However,
reply packets that are forwarded back to the source. the amount of data carried in each packet may depend on the
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Fig. 7. 1ERP traffic received by each node per query.

size of the network. When route accumulation is performed The following simple example illustrates the impact of
in the query packet, the packets increase in length as ththg zone radius. Consider two routes between nodes A and
are forwarded. Larger networks would allow queries to trav8. Route 1 consists of the following one hop connections:
further, thereby increasing the average packet length. On theX-Y-B (i.e., based on a routing zone of radius one hop).
other hand, if route accumulation is implemented througRoute 2 is constructed based on a routing zone of radius three
temporary caching of route information, then the query packebps and is specified only by the loose connection A-B. In
lengths will remain fixed and independent of network sizerder for Route 2 to fail, all routes between A-B less than or
(The length of route replies will increase with network lengtrequal to three hops (of which Route 1 is only one such route)
However, the contribution of route replies to the overall IERRave to fail. Consequently, the looser connection is at least as

traffic is negligible.) reliable as the more specific sequence of shorter connections.
Keeping the zone radii and node density fixed, an increase
C. IERP Control Traffic: Querying Rate in network population &) is reflected by an increase in

. , the network span. Assuming that nodes may communicate
Our understanding of the cost per query provides onlyi, any other node (rather than just those nodes that are

partial insight into the entire cost of querying. Recall that thes o aphically close), the average destination becomes more
rate which queries are initiated depends on the stability Hfsiant (in hops). This has the effect of increasing the length of

the discovered routes. Fig. 8(a)-(c) demonstrates dependefitgerp source route, thereby reducing the route’s reliability.
of route stability on the zone radius, node density, and node

population. In the interest of conserving space, the linear
relationship between the route failure rate and node velocityls Total ZRP Traffic Performance

not explicitly showrf Previously, we showed that maintaining Our insight into the behavior of the IARP and IERP can

larger denser routing zones required increasing amounts\fy he applied to the overall ZRP performance. Fig. 9(a) and
IARP traffic. Some of this cost can now be justified by thg,y jjystrates the effect of node densit) on the production
improvement in route stability that they provide. An increasg;’ 7pp yraffic. We have seen that an increase in node density
in node density expands the set of intrazone routes to a 9MRults in more IARP route updates and more IERP packets per
destination, increasing the lifetime of a connection specifi ery. In cases where the rate of queries does not depend on
in an IERP source route. By increasing the zone radii, fewgy ;o stability (i.e.,Rrout < Reoute_tailure), WE expect
connections need to be specified in the acquired loose souige 7Rp traffic to also increase with node density. On the
route. This provides fewer opportunities for route failure tBther hand, it is not immediately clear how ZRP traffic will

oceur. be affected when the query rate does depend on route stability
because higher node densities increase a route’s reliability and
8Since route failure is triggered by node mobility, it follows that increasingherefore decrease the route query rate. Fig. 9(b) demonstrates
the node velocity by a factor ok will cause the route failure to occur L. .
times faster. The same reasoning can be applied to the triggering of IAHﬁat the reduction in route query rate is more than offset by the
route updates. increase in overlapping query packet transmission. In general,
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Fig. 8. Route failure rate traffic (normalized to node velocity). &)= 1000 nodes. (b)N = 500 nodes.

it appears that the ZRP traffic is an increasing function @fould eventually make a routing zone prohibitively expensive
node density. to maintain, resulting in a decrease gpy.

Also of interest is how the optimal zone radius configuration The average node velocity) is a measure of the rate of
(popt) depends on node density. Over the range of nodetwork reconfiguration. Higher node velocities result in a
densities that are examined, the optimal zone radius remaiti@gar increase in the IARP routing zone updates and IERP
constant fopy = 4, for Rioute_usage € Froute_ailwre @nd  route failures. Fig. 9(c) and (d) demonstrate that, as expected,
Popt = 3 TOr Rigute_usage > Froute_mailure). HOWevVer, we the average rate of ZRP traffic increases withThe effect of
note that the effect of appears to be more significant for the; on the optimal zone radius depends on the user demand for
IARP traffic than the IERP traffic. A large enough increasé inroutes. WhenR.qte_usage > Llroute_failure, route discoveries
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Fig. 8. (Continued) Route failure rate traffic (normalized to node velocity). (€ = 1000 nodes.

are driven by route failures. Therefore, the overall ZRP traffiwe have shown, this can be achieved through proper selection
increases linearly withy, and pop,; remains constant. On theof the routing zone radius.
other hand, wWhenR,quie_usage <€ Rroute_failure, the route In general, choosing the optimum routing zone radius re-
query rate is essentially independent of route stability and nogleires an accurate model of the network and individual node
velocity. This means that larger only serve to increase thebehavior. Even with perfect knowledge of all network pa-
load on the IARP, thereby favoring smaller zone radii. rameters, computation of the optimal routing zone radius is
Finally, we examine the dependence of the ZRP traffic arot straightforward. Through the dissection of the ZRP in
the node population). Because IARP route updates are &ections Il and 1V, we were able to illustrate how changes in
local event, they do not depend on the size of the netwoiksingle parameter can affect the amount of ZRP traffic and the
By similar arguments, the amount of IERP traffic receivedptimal zone radius. However, a change in a single parameter
by a node per query is also independent¥f The node may not be significant enough to alter the optimal zone radius,
population influences the ZRP through its effect on the ratéexd changes in multiple parameters may work against each
of received route queries. The addition of a new network nod¢her, making the resulting ZRP performance unclear.
places additional load on the network through the extra routeFurther research could focus on the derivation of a complete
queries that it initiates. All other factors remaining constanfRP traffic function. However, the accuracy of the optimal
an increase inN results in an increase in network spanzone radius computation would still be limited by the quality
When the rate of route queries is driven by route failure, waf the network model estimates. Some factors may be fairly
have shown that larger network span reduces route reliabiligasy to estimate online. For instance, node density and relative
further increasing the query load by all other nodes. Fig. 9(epde velocity can be estimated by the IARP, based on the
and (f) demonstrates this behavior. As expected, the amountwerage of the number neighbors and the average rate of new
ZRP traffic increases witlv. Furthermore, since this increaseneighbor acquisition. Likewise, network span can be inferred
only occurs in the reactive part of the protocol, largefavors through analysis of the IERP route query traffic. Unfortunately,
a larger routing zone radius. The ability of larger routing zongkere are many other influential factors that are not readily
to provide increased query efficiency and route reliability moeestimated based on information available to each user, such as
than offsets their extra maintenance cost. route selection criteria, route caching policies, and data traffic
behavior.
The previous discussion reveals the limitations of acquiring
V. ADAPTING THE ZRP THROUGH good estimates for network and node behavior, based on mea-
ROUTING ZONE RADIUS CONFIGURATION surements of IARP and IERP traffic. Given our understanding
Our analysis of the ZRP has demonstrated the many wahe ZRP, we are able to propose and evaluate two new zone
in which network characteristics and node behavior can affexizing schemes, “min searching” and “traffic adaptive,” which
the amount of overhead traffic. For any given scenario, it &e designed to minimize the amount of control traffic based
desirable for the ZRP to operate as efficiently as possible. Asectly on the control traffic measurements themselves.
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A. Basic Estimation Through Min Searching the triggering mechanism. During thgh estimation interval,
e amount of ZRP traffi& (p(k)) is measured. If the current

A simple approach to estimating the optimal zone radius'i o .
ount of ZRP traffic is less than the previous amount

to periodically adjust t.hg ;one radius until a radius |s_foun (p(k)) < Z(p(k — 1))), it is assumed that the ZRP traffic
that appea_rs to be minimize the amount of Z.RP trafiic. n be further reduced by continuing to increment/decrement
refer to this type of scheme as min searching. When the, o ne radius (.ep(l +1) < p(k) + Ap)). Otherwise,
estimation process begins, the routing zone radius can eithes girection of radius change is reversesp(= —Ap), and

be incremented&p = +1) or decrementedXp = —1) by the zone radius is altered accordingly. The process continues
one hop. The choice to initially increment or decrement can l@til a minimum is detected, based on the following condition:
arbitrary or can be based on additional information provided BZ(p) < Z(p — 1) and Z(p) > Z(p + 1)).



PEARLMAN AND HAAS: OPTIMAL CONFIGURATION FOR ZONE ROUTING PROTOCOL 1407

2500 T T T T T

—  v=0.1 neighbors/sec
e—=a  v=0.5 neighbors/sec
—— v=1.0 neighbors/sec
s000k | ¥—*  v=1.5 neighbors/sec

1500

Q
(7]
@
|23
3
X
O
©
Q.
1000
500 - g
0 1 1 1 1 1 1
1 2 3 4 5 6 7 8
zone radius
©
10000 T T T T T T
»—  v=0.1 neighbors/sec
9000 - e—=a  v=0.5 neighbors/sec |
] ——= v=1.0 neighbors/sec
8000 N *—*  v=1.5 neighbors/sec | |
7000
6000
O
@
o
[2]
% 5000
X
[=}
[0]
a
4000
3000
2000 A
1000 - 4
M e
0 1 1 1 1 1 1
1 2 3 4 5 6 7 8
zone radius

(d)
Fig. 9. (Continued.)ZRP traffic per nodel{ = 1000 nodes,d = 6.0 neighbors). (C)Rroute_usage K Ryoute_failure- (d) Rroute_usage => Rroute failure-

Fig. 10 illustrates the operation of the min-searching Min searching discovers a local minimum, provided that
scheme. Initially § = 0), the routing zone radius isthe network behavior does not change substantially during
incremented by one hop. Untll = 3, the amount measuredthe min search and that the measurements of ZRP traffic
traffic appears to decrease with an increase ifhis motivates are exact. Clearly, this scheme becomes less effective as
the continued increase ip. At & = 3, the amount of ZRP these conditions are relaxed. Estimates of the ZRP traffic can
traffic exceeds that of the previous routing zone. Furthermommly be made more precise by increasing the duration of the
the min search can be terminated at this point, beca(®g estimation interval T). However, this comes at the expense
meets the criteria for a minimum. of reducing the correlation of the network behavior between
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successive intervals. This tradeoff has to be considered whbase two components, is also convex. Thus, the discovered
implementing this kind of optimization. local minimum is in fact a global minimum.

Even under ideal conditions, the discovery conditions may
not guarantee that a discovered minimum is global. If tt® Analysis of the Estimation Triggering Mechanism
detected minimum is not a global minimum, the min-search 1,4 efficiency of zone radius sizing scheme depends on
scheme could result in an extreme amount of ZRP contiple effectiveness of the triggering mechanism. An acceptable
traffic. However, our experience has been that the IARP afithger should keep the likelihood of Type | (false alarm) and

IERP traffic are each convex functions pf(in the region of Type Il (miss) errors to an acceptable level. In order to identify
p > 0). Therefore, the total ZRP traffic, which is the sum ofhe optimal zone radiug.:, the min-searching scheme must
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4 about the direction of the optimal zone radius. An increase in
the amount of reactive IERP traffic or a decrease in the amount
of proactive IARP traffic indicates that the optimal zone
radius may be larger than the current zone radius. Likewise,
a decrease in the IERP or an increase in IARP traffic would
suggest a smaller optimal routing zone. In the case where both

0 sets of traffic exhibit an increase or decrease, the choice of

\ 4 initial direction may not be clear. In this case, the direction
| e 3 could be chosen at random or by making a decision based
~ on the ZRP component (IERP versus IARP) that exhibits the
2 > more significant change.

A simple choice for a trigger would be a timer. Shorter

Fig. 10. Min searching example. timers would increase the likelihood of false alarms because

of the time correlation of the network behavior. Timers that

are too long, on the other hand, increase the likelihood of

g miss. In the min-searching scheme, false alarms are easily

detected because the new optimum zone radius is the same

as the previous optimum zone radius. Unfortunately, misses

Crype1 = (Z(pops +1) — Z(popt) + (Z(popt — 1) — Z(popt)).  are not detectable. In the absence of additional information,

the best timer strategy would be to start with a short timer
d gradually increase the time out value until the measured
[9 ?bability of false alarm falls below an acceptable level.
ofAnother choice for a trigger would be based on the amount
i change in the IARP and IERP traffic. As previously
discussed, the change in traffic can be used to estimate the
proper initial direction of the min search. The min search

ZRP Control Traffic

evaluate the ZRP traffic at least two other r&di,,; + 1 and
popt — 1. In the case of a false alarm, the current radius
already optimal, so the cost of a Type | error is

When the trigger does not activate in response to a chal
in the optimal routing zone radius, a miss occurs. The cost
a miss between two min searches is equal to the amount
excess ZRP traffic accumulated between the end of the fi
min search (at intervak;) and the beginning of next min
search (at intervak,)

ko could be triggered in cases where the IARP and IERP provide
Crypert = > [Z(p(k)) = Z(popi(k))] a strong indication that the optimal zone radius has changed.
k=k: As with the timer, properly chosen thresholds for the changes
k2 in IERP and IARP traffic can help keep the false alarm
= > [Z(p(k1)) = (popt (k)] probability just below an acceptable level, providing the best
k=ky prevention against the undetectable Type Il errors.
ks
= (ks — k1) - Z(p(k1)) = > Zlpopu (k).
k=Fk, C. Adaptive Traffic Estimation
If this excess cost= 0, then a miss did not occur during this The discussion so far has focused on the implementation of
period. min searching as a way to determine the optimal routing zone

Even when the triggering mechanism does trigger correctigdius. Recall that this simple technique requires that all other
some cost is incurred. This is because the min search carfiaetors contributing to the ZRP traffic remain constant during
determine the new optimal zone radius immediately. The cdbe execution of the min search. However, the estimation inter-
of a correct trigger can be upperbounded®y val needs to be long enough to provide accurate measurements
of the ZRP traffic. It is quite conceivable that a sufficiently

optF1 R .
pi: Z00) — Zipon)], pl0) < long estimation interval may be too long to provide adequate
P Popt)ls P Popt correlation beyond two consecutive intervals. If the behavior

p=p(0)—1 i i itioni
Chorect < of the network is erratic (e.g., due to frequent partitioning and
PO)FL rejoining of the network), the min-search scheme may exhibit

Y. [200) = Zlpop)ls p(0) > pop unacceptable performance.

P=popr—1 In cases where long estimation intervals can reduce the

In order to identify the optimal radius, the scheme mugccuracy of the multiple interval min-searching schemes, a
overshoot it by one hopo,: + 1. Overshooting is necessaryMore desirable approach would be one that adjusts the zone
for all min-search schemes. The limit0) + 1 arises from radius based only on measurements gathered from the current
situations where the min search initially adjusts the wrong estimate interval. Such a technique is possible if special
direction. While this problem cannot be entirely eliminated®roperties of the ZRP traffic can be exploited.

traffic measurements can be used to make an informed estimaté/hen the zone radius is less than the optimal zone radius
and the corresponding amount of ZRP traffic is significantly

9The one exception would he,,+ = 1. In this case, only.,s + 1 needs . - . .
0 be evaluated becausgy: = 1 i an endpoint. more than optimal, the ZRP traffic is dominated by the reactive

10Here, we assume that the min-search scheme is slightly improved so tH?aRP _query traffic (|'e" reacyve .trafnc/proactlve trafff)g 1)'
it does not evaluate the same zone radius twice during one search. Likewise, when the zone radius is larger than the optimal zone
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radius and the corresponding amount of ZRP is significan\%
t

more than optimal, the ZRP is dominated by the proacti
IARP route updates (i.e., reactive traffic/proactive tratfic
1). These regions are depicted in Fig. 11. The optimal routi
zone radius lies in a region where neither the IARP nor t
IERP is dominant.

This behavior can be exploited to resize the routing zone
the following manner. Lel'(p) be the ratio of reactive (IERP)
traffic to proactive (IARP) traffic at radiugp. Adjustment

of p is made by comparing this ratio with a predetermined
thresholdlpresn- If T'(p) > Tinresn, iNCrease the zone radius;
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a significant affect on the overall performance of the sizing
scheme.

V1.

An evaluation of the zone radius sizing schemes requires an
understanding of how the ZRP reacts to changes in network
configuration. Based on our analysis of the ZRP in Sections IlI
and 1V, these relationships are fairly well understood.

In order to proceed, we require a model to express how
network characteristics, such as relative velocity, network
population, node density, etc. change over time. This time-
dependent behavior is very network specific. Issues such as
geographic node distribution, radio propagation conditions,
nd coordination of node movement, need to be considered
d are quite varied from network to network. Because of
ese complex dependencies and diverse behaviors, there are

ROUTING ZONE SIZING PERFORMANCE RESULTS

I widely accepted models for “standard” ad hoc network
tpghavior.

Keeping this limitation in mind, we base our simulations
(i)I[][l'l a network model designed specifically to test the ability of
the routing zone sizing schemes to adapt to a wide range of
operating conditions.

The design of this test-bed network is based on the following

criteria.

if T(p) < Tunesn, decrease the zone radius. We refer to this © The optimal zone radii should be allowed to vary over a

scheme as traffic adaptive.
The traffic adaptive scheme can ufép) as the basis

for its triggering mechanism as well. An appropriate trigger
design calls forp to be resized when the ZRP enters the very
reactive or very proactive operating regions. This condition

can be realized by the introduction of hystereHissuch that
F(p) > H - Fthresh or F(p) < (1/H) y Fthresh'

Special consideration must be given to the case where

popt = 1. Becausel'(1) oo, a zone radius of one hop

would, by definition, be considered very reactive. Without *

any additional control, the traffic adaptive algorithm coul
be misled by the large value df(1), resulting in an oscil-
lation betweenp = 1 and p = 2. This instability can be
addressed by switching from the traffic adaptive scheme

reasonable range. Too little variability will not adequately
reflect the tracking ability of these schemes. On the other
hand, too much variability is not realistic time-varying
behavior for most ad hoc networks (even RWN's). Our
test-bed network is designed to operate mostly within an
approximate range of 4-7 hops.
The model should be general enough to allow simulation
for different levels of correlation between successive
estimation intervals.
The model should be of limited complexity to allow easy
implementation and analysis.

Through a mixture of analysis and simulation, we found that
the following Gaussian distributions for node populatién) (
and relative node velocity] provide an acceptable range

d

min searching whem reaches one hop. An implementatiorof zone radii (for a node density af = 6 neighbors), as
of this dual approach is illustrated in Fig. 12. When the mirgescribed in Table II.

searching scheme incrementbeyond two hops, control can
be switched back to the traffic adaptive scheme.

Both distributions are truncated at zero to prevent negative
values for population and velocity. In addition, the values of

While the zone sizing algorithm is operating in min<V are rounded to the nearest integer (since node population
searching mode, the traffic adaptive scheme is given Enan integer guantity). These distributions can be said to
opportunity to improve its assignments of hystere$iy and model the effects of partial network partitioning and short term
decision thresholdI{;;..sn). When the min-searching schemecoordination of mobility patterns, respectively.
identifies a minimum, the traffic adaptive scheme is alerted The correlated values oV and v corresponding to each
and can record the traffic ratio of that interval. Adjustments ®stimation intervalk are generated according the following
the traffic adaptive parameters can be made based on statisfiéaikov processes:
analysis of these ratios. For examplg,,..s;, can be adjusted
based on the mean of the log ratios, aHdbased on their V(k+1)=pun =a- (N(k
stan(_jard deviati_on. _Because_; the_ min-searching _s_cheme may(k + 1) — p, =a - (v(k) — o) + 0
provide useful side information, it may be beneficial for the
min-searching scheme to occasionally assume control, ewenere X,,(%) and X (k) are identically, independently dis-
when p > 1. Assuming that these parameter updates ocamibuted (i.i.d.) zero-mean unit variance Gaussian random
only occasionally, the cost of the min search would not hawariables. The value of reflects the correlation between two

) _ /vLN) +on m XN(k)

1—a?- X, (k)
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Fig. 12. A hybrid min search/traffic adaptive zone radius estimator.

TABLE I when compared with the IARP traffic. Even so, it may still be

Node population ) |Relative node velociy:y  desirable to minimize this zone radius update traffic without

Mean () 1500 [nodes] 1.0 [neighbors/s] compromising the ZRP performance. Fig. 15 illustrates the
Std. Dev. ¢) 500 [nodes] 0.3 [neighbors/s frequency of radius updates, relative to the rate of the true

optimal radius updates. When the traffic adaptive scheme is
. . . implemented with no hysteresis, updates are performed about
successive sampling intervals. The schemes are simulated AN times as often as necessary. As the amount of hysteresis
a range 0f0.0 < a < 0'99.' . _._.increases, we find that the rate of radius updates decreases. For
Fig. 13 _shows the _relat|ve_ performance of the_ba5|c SIZING — 4 5, we find that the traffic adaptive scheme updates the
schemes introduced in Section V. The zone radius estimalgg,e radius for only 5% of the optimal radius updates. This

provided by a properly configured traffic adaptive SChen}ﬁmlies a miss probability of near 95%, which would suggest

are able to keep the ZRP  traffic _Ievels between 1-2% at the radius sizing scheme should perform very badly. This,
optimal. For comparison, the best min-search scheme produ 8%vever. is not the case

between three to five times more extra ZRP than the best tra ICrhe traffic adaptive scheme is designed to keep the zone

adaptive scheme. This is not to_ say that r_nln-search sche dius within a hybrid reactive/proactive region. Referring
do not perform well. Even a continuously triggered min sear ck the figures from Section V, we can see that within this
produces less than 12% of the optimal ZRP control traffic. Th brid region, the amount of control traffic does not vary

§uggests that t.he C.OSt of a min _Search may be low enoug gatly. The traffic adaptive is able to successfully exploit this
justify the hybrid min search/traffic adaptive scheme propos ghavior, providing very good performance without having to

in Section V-C. track the optimal zone radius precisely.

T?e tra:;ﬁc .ar? arp])tlve scheme pgrfo_rr_ns eﬁtrergglé/rwell when Based on the excellent performance exhibited by the traffic
configured with the appropriate decision threshollviest)  5gaptive scheme, we advocate its use as the primary zone

and hysteresisH). Fig. 14 shows the optimal decision threshFadius estimator for configuring the ZRP. The min-searching

pld tol behabout four a}nd the o;l)timal hystereﬁis to b% appfrf%fhemes, though outperformed by traffic adaptive estimation,
imately three. More importantly, we note that good tra 'gtig provide acceptable suppression of ZRP traffic. This justi-

adaptive performance. does not rely on precise estimatesgal o occasional use of min searching as a way to fine tune
Iiures @and H. The traffic adaptive scheme lies within approxig, operation of traffic adaptive estimation.

mately 5% of the optimal ZRP traffic f@ < I'yj.esn < 7, €VEN
with no hysteresis § = 1). This acceptable level estimation
error makes the online adjustment of these parameters a
practical approach. The ZRP provides a flexible solution to the challenge of
So far, we have been gauging the cost of zone radius resizffigcovering and maintaining routes in the RWN communica-
in terms of extra ZRP control traffic. However, a change in tH&N environment. The ZRP combines two radically different
zone radius requires the routing zone nodes to be infoffhednethods of routing into one protocol. Route discovery is based
Since the estimation intervals are intended to be sufficienfjp & reactive route request/route reply scheme. This querying
|Ong to obtain good estimates of average received traffiedn be performed ef‘ficientlythrough the proactive maintenance
these zone radius updates occur much less frequently tiféra local routing zone topology.
the neighbor discoveries that trigger IARP updates (perhapsl he amount of intrazone control traffic required to maintain
by a factor of 10-100 times less frequently). Therefore, ttferouting zone increases with the size of the routing zone.
amount of zone radius resizing traffic should be negligibldowever, through a combination of bordercasting and query
detection/termination, we are able to exploit the knowledge of
11Recall that the decision threshold is the ratio of reactive IERP traffihie routing zone topology to reduce the amount of interzone
versus proactive IARP traffic. route query traffic. This tradeoff between the costs of proactive

12Routing zone resizing consists‘ of zone radius estimation and a broqdcgaﬁ—d reactive components of the ZRP determines the optimal
based protocol to update the routing zone nodes. This paper deals with the dius f . K fi . Th fth
issue of zone radius estimation. The design of the update protocol is outsfd¥€ radius for a given network configuration. e span of the

the scope of this paper. network does not affect the amount of intrazone traffic, but the

VIl. CONCLUSIONS
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Fig. 13. Traffic performance of ZRP schemes.
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Fig. 14. Traffic performance for traffic adaptive zone radius sizing.

amount of reactive route query traffic increases with netwoxlelocity, and smaller zone radii provide more efficient ZRP
span, thereby favoring larger routing zones. Relative nodeeration. Finally, we have seen that the total ZRP traffic
velocity has the potential to increase both intrazone updaiasreases with node density. An increase in density has more
and interzone route queries. When route usage is frequasftan impact on the proactive route updates. As a result, the
node velocity has little affect on the optimal zone radiusmptimal zone radius decreases with node density, although
However, occasional route usage makes the route query traffics dependence is fairly weak. In summary, dense networks
independent of route failures, and consequently, node velocitgnsisting of a few relatively fast moving nodes favor reactive
In those situations, only proactive traffic increases with nogsmall zone radius) configurations. On the other hand, a sparse
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Fig. 15. Update rate for traffic adaptive zone radius sizing.

network consisting of many slowly moving nodes would favor Our results demonstrate that the proposed route estimation
a more proactive (large zone radius) configuration. techniques, applied in conjunction with a simple radius update
For any particular network configuration, each node has arotocol, allow the ZRP to perform more efficiently than
optimal routing zone radius. Given perfect knowledge of thgaditional routing protocols without the need for centralized
network, it is possible to determine the best choice for tre@ntrol or knowledge of the network operating conditions.
zone radius. In practice, much of this information cannot be
measured or even estimated by the network nodes. In order
for a node to estimate its optimal zone radius, it must make
use of the information that is directly available. We have The authors wish to thank the following organizations and
proposed and evaluated two classes of zone radius estimatiHviduals for their continuous support of this work: Dr. R.
algorithms, both of which attempt to minimize the amount df€terson (Motorola), Dr. M. Kotzin (Motorola), and S. Tabrizi
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