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ABSTRACT

Traffic engineering involves adapting the
routing of traffic to network conditions, with the
joint goals of good user performance and effi-
cient use of network resources. In this article we
describe an approach to intradomain traffic
engineering that works within the existing
deployed base of interior gateway protocols,
such as Open Shortest Path First and Intermedi-
ate System-Intermediate System. We explain
how to adapt the configuration of link weights,
based on a networkwide view of the traffic and
topology within a domain. In addition, we sum-
marize the results of several studies of tech-
niques for optimizing OSPF/IS-IS weights to the
prevailing traffic. The article argues that tradi-
tional shortest path routing protocols are sur-
prisingly effective for engineering the flow of
traffic in large IP networks.

INTRODUCTION

In some sense, IP networks manage themselves.
A host implementing the Transmission Control
Protocol (TCP) adjusts its sending rate to the
bandwidth available on the path to the destina-
tion, and routers react to changes in the net-
work topology by computing new paths. This
has made the Internet an extremely robust
communication network, even in the face of
rapid growth and occasional failures. However,
these mechanisms do not ensure that the net-
work runs efficiently. For example, a particular
link may be congested despite the presence of
underutilized links in other parts of the net-
work, or a voice-over-IP call may travel over a
route with high propagation delay when a low-
latency path is available. Improving user perfor-
mance and making more efficient use of
network resources requires adapting the routing
of traffic to the prevailing demands. This task is
referred to as traffic engineering [1]. In this arti-
cle we focus on engineering the flow of traffic
within a single autonomous system (AS), such
as a company, university campus, or Internet
service provider (ISP).

INTRADOMAIN TRAFFIC ENGINEERING

Traffic engineering depends on having a set of
performance objectives that guide the selection
of paths, as well as effective mechanisms for the
routers to select paths that satisfy these objec-
tives. Most large IP networks run interior gate-
way protocols (IGPs) such as Open Shortest
Path First (OSPF) or Intermediate System-Inter-
mediate System (IS-IS) that select paths based
on static link weights. These weights are typically
configured by the network operators. Routers
use these protocols to exchange link weights and
construct a complete view of the topology inside
the AS, as shown in Fig. 1. Then each router
computes shortest paths (where the length of a
path is the sum of the weights on the links) and
creates a table that controls the forwarding of
each IP packet to the next hop in its route.

On the surface, shortest path routing does
not seem flexible enough to support traffic engi-
neering in a network supporting a diverse set of
applications. First, these IGPs are limited to
routing scenarios that can be specified with a
single integer weight on each link. However, we
argue that link weights suffice to specify near-
optimal routing for large real-world networks.
Second, in their basic forms, the OSPF and IS-IS
protocols do not adapt the link weights in
response to changes in traffic or failures of net-
work elements, and the path selection process
does not directly incorporate any performance
objectives. Recent standards activity has pro-
posed traffic engineering extensions to OSPF
and IS-IS to incorporate traffic load in the link
state advertisements and path selection deci-
sions. However, these extensions require modifi-
cations to the routers to collect and disseminate
the traffic statistics and establish paths based on
the load metrics. Instead, we argue that it is
often possible to select static link weights that
are resilient to traffic fluctuations and link fail-
ures, allowing the use of the traditional incarna-
tions of OSPF and IS-IS.

The example in Fig. 2 shows how to control
the distribution of traffic in a network by tuning
the IGP weights. All three diagrams concern the
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same network where all links have the same
capacity and each of the nodes ¢, r, s, and w
have one unit of traffic to send to node ¢. The
simple performance objective here is to mini-
mize the maximum link load.

Initial configuration with unit weights: The
first diagram in Fig. 2 shows the results of having
the same weight of 1 on every link. This directs all
of the traffic from nodes g, r, and s through node
u, forcing 3 units of load on link (u, ?).

Local change to the weight of the congested
link: A naive approach to reducing the load is to
increase the IGP weight on the overloaded link
(u, t). In the second diagram in Fig. 2, the weight
of (u, t) is increased to 2. This configuration
results in two shortest paths for nodes ¢, r, and s,
and an even splitting of traffic over paths via u
and v. However, this solution places 2.5 units of
load on the link (w, ?).

Global optimization of the link weights: A
global optimization of the weights would pro-
duce a weight setting like the one in the third
diagram in Fig. 2, with no link carrying more
than 2 units of traffic. This distribution of traffic
is optimal with regard to the maximum load.
Since 4 units of traffic have to reach node ¢
along its two incoming edges, no other routing
scheme could produce a better solution.

In this example, changing the link weights to
alleviate the congestion on link (u, ¢) is an attrac-
tive alternative to buying and deploying addi-
tional bandwidth between routers u and ¢.

ADVANTAGES OF USING
TRADITIONAL OSPF/IS-IS

This article presents an overview of a practical
approach to working within the existing frame-
work of static link weights, without modification
to the routing protocols or the routers them-
selves. The article brings together the work in
various papers that describe individual compo-
nents of this approach to traffic engineering.
The main point underlying this body of work is
that the process of arriving at good values for
the weights, or a good set of changes to the
existing values of the weights, is handled exter-
nally from the routers. This process could
depend on traffic measurements and topology
data collected from the operational network.
The selection of weights may also depend on a
wide variety of different cost, performance, and
reliability constraints. The link weights are con-
figured by an external entity, such as a network

m Figure 1. Shortest path routing within an AS
based on OSPF/IS-IS link weights: each link has
an integer weight.

management system or human operator, to
achieve certain traffic engineering goals. Gener-
ally, we view a modification of the link weights
as a significant change to the network that is
performed on a relatively coarse timescale.

The framework we describe has two key fea-
tures: a centralized approach for setting the
routing parameters and the use of link weights
as the way to drive the path selection process.
First, setting the routing parameters based on a
networkwide view of the topology and traffic,
rather than the local views at each router, has
the following advantages.

Protocol stability: The routers do not adapt
automatically to locally constructed (potentially
out-of-date) views of the traffic. The paths do
not change unless the routing parameters are
reconfigured or the network topology changes.
This predictability aids operators in diagnosing
performance problems.

Low protocol overhead: The routers do not
need to track changes in load and disseminate
new link state information. This limits the band-
width consumed by the routing protocol and the
computational load imposed on the routers.

Diverse performance constraints: The selec-
tion of routing parameters can depend on a vari-
ety of performance and reliability constraints.
Operators can incorporate constraints that are
difficult to formalize in a routing protocol, and
new constraints (and improved algorithms for
selecting the routing parameters) can be incor-
porated without changing the routing protocols.

Second, using link weights to express the rout-
ing configuration has the following advantages.

Compatibility with traditional shortest path
IGPs: Selecting the link weights outside of the
network allows operators to engineer the flow of

= Figure 2. Routing the same demands with different weight settings: each link has an integer weight, arrows

illustrate the flow of traffic, the thickness of the arrows indicates the volume of traffic traversing the link,
and a dashed line represents a link that carries no traffic.
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m Figure 3. Key components of the traffic engineering framework.

traffic while working with the existing OSPF and
IS-IS routing protocols. This avoids the need to
upgrade equipment or introduce additional con-
figuration complexity.

Concise representation: Link weights are a
concise form of configuration state. Each router is
configured with the weight (and perhaps area) for
each of its outgoing links. The router does not
need any path-level information or any state con-
cerning the incident edges at other routers. In
addition, an operator can change multiple paths
in the network by changing a single link weight.

Default weights and backup routes: Link
weights can have a reasonable default configura-
tion based on link capacity (e.g., inversely propor-
tional to capacity). If the topology changes (e.g., a
link failure), the router can automatically com-
pute new routes based on the current topology
and link weights. These routes can carry traffic
until a new configuration is selected, if necessary.

Some operators already adjust their IGP
weights in response to network congestion. In this
article we show how to tune the IGP weights in a
systematic automated fashion based on measure-
ment data and an optimization algorithm. We
outline the key components of a system for assign-
ing link weights based on the traffic demands,
network topology, and performance objectives.
Next, we quantify the effectiveness of shortest
path routing based on link weights in controlling
the flow of traffic in the network. We show that
good settings of the static link weights allow
OSPF and IS-IS perform almost as well as an
optimal routing scheme that has complete flexibil-
ity in selecting paths for the traffic and conclude
the article with a summary of our approach.

TRAFFIC ENGINEERING FRAMEWORK

Our approach to traffic engineering has three
main steps — measure, model, and control — as
illustrated in Fig. 3. First, the operator needs to
measure the network topology and the offered
traffic; in practice, this measurement data are
necessary for other optional tasks, such as net-
work visualization, usage-based billing, and
capacity planning. Second, evaluating possible
settings of the link weights requires a way to pre-
dict how the IGP configuration affects the flow

of traffic. Third, after deciding on the values of
the weights, an automated system or a human
operator needs to change the IGP configuration
on one or more routers.

MEASURE: TOPOLOGY/CONFIGURATION AND
TRAFFIC DEMANDS

Selecting good link weights depends on having a
timely and accurate view of the current state of
the network. This view includes the operational
routers and links in the network, as well as the
capacity of the links and the current configuration
of the IGP parameters (e.g., OSPF/IS-IS weight
and area). Topology and configuration informa-
tion is available from a variety of sources. Link
capacity and IGP parameters are available from
router configuration data (e.g., configuration
files) and may also be stored in external databases
that drive the provisioning of the network ele-
ments. The Simple Network Management Proto-
col (SNMP) provides information about the status
of the network elements, either by polling or via
traps. In addition, it is possible to deploy IGP
route monitors that track the topology and IGP
parameters in the operational network. For exam-
ple, a software router that participates in
OSPF/IS-IS with the operational routers could
track and report this information in real time.

The operator also needs an estimate of the
volume of traffic between each pair of routers. In
some cases, the estimate may come from past
experience or customer subscription information.
In other cases, a networkwide view of the traffic
demands can be gleaned using sophisticated mea-
surement techniques. Four main approaches have
been considered [2]. First, the necessary traffic
statistics may be available directly from SNMP
management information bases (MIBs), depend-
ing on the forwarding paradigm employed in the
network. For example, multiprotocol label switch-
ing (MPLS) MIBs could be used to measure the
volume of traffic on the label switched path (LSP)
between each pair of edge routers. Second, the
offered traffic can be computed by combining
packet-level or flow-level measurements at the
network edge with the information available in
routing tables. Third, the offered traffic may be
inferred based on observations of the aggregate
load on links inside the network in conjunction
with routing data; this approach is referred to as
network tomography. Fourth, new techniques for
packet sampling offer the possibility of direct
observation of the offered traffic as it flows
through the network.

MODEL: PATH SELECTION BASED ON
IGP CONFIGURATION

Traffic engineering requires an effective way to
predict the flow of traffic through the network
based on the routing configuration. When all of
the links belong to a single OSPF/IS-IS area, path
selection simply involves computing the shortest
path(s) between each pair of routers (e.g., using
Dijkstra’s algorithm). Larger networks are typical-
ly divided into multiple OSPF/IS-IS areas. For
routers in different areas, the path selection
depends on the summary information conveyed
across area boundaries. In some cases, the net-
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work may have multiple shortest paths between
the same pair of routers. The OSPF and IS-IS
protocol specifications do not dictate how routers
handle the presence of multiple shortest paths. In
practice, most routers capitalize on the multiple
paths to balance load. A router typically splits
traffic roughly evenly over each of the outgoing
links along a shortest path to the destination; tra-
ditionally, IGPs with static link weights do not
have the flexibility to divide the traffic among the
shortest paths in arbitrary proportions.

Ultimately, then, the routing model should
compute a set of paths for each pair of routers.
These paths can be represented in terms of the
fraction of the traffic (for this pair of routers) that
traverses each of the links. The output of the rout-
ing model can be combined with the traffic
demands to estimate the volume of traffic on each
link, based on the topology and the IGP configu-
ration. The routing model also plays a role in cap-
turing the interaction of the IGP with interdomain
routing (i.e., the Border Gateway Protocol, BGP).
A single block of destination IP addresses may be
reachable via multiple exit points to neighboring
domains. For example, an AS may have multiple
links to another service provider at different geo-
graphic locations. The BGP decision process
selects from these routes based on the IGP cost of
the shortest path to each exit point [3]. This
enables each router to select the “closest” exit
point. The work in [4] presents an overview of a
routing model that captures the details of multiple
OSPF/IS-IS areas, the even splitting over multiple
shortest paths, and the influence of IGP parame-
ters on how the traffic exits the network en route
to a neighboring AS.

CoNTROL: RECONFIGURING THE IGP WEIGHTS
Changing IGP weights requires applying the
appropriate commands to the affected routers.
This may involve running t el net or ssh to con-
nect to each router’s command-line interface.
The specific commands depends on the particu-
lar operating system running on the router. For
example, in Cisco Internet Operating System
(IOS) parlance, the operator would enter a com-
mand like i p ospf cost 64 in the context of
the appropriate outgoing link to change the
OSPF weight to 64. These commands may be
applied manually by a network operator or per-
formed automatically by a script. More general-
ly, the service provider may have a network
management system for configuring the routers.
An integrated network management system
could conceivably automate the entire process of
detecting congestion, selecting suitable IGP
weights, and effecting the configuration changes.
However, given the complexity of operating a
large IP network, a service provider may have a
human operator involved to oversee the process.

Following a weight change, the router updates
its link state database and floods the new value
of the weight to the rest of the network. Upon
receiving the new link state advertisement, each
router updates its link state database, computes
the new shortest paths, and updates certain
entries in its forwarding table. During this conver-
gence period, the routers in the network do not
have a consistent view of the shortest path routes
for some destinations. This transient period is

similar to what happens following a change in the
topology of the network due to an equipment fail-
ure or the addition of a new router or link; con-
vergence following a weight change is typically
faster than convergence after a failure, though,
since the router does not have to incur a delay to
detect that a failure has occurred. Still, changing a
link weight does require the network to undergo
a transition period where the forwarding paths
are changing for some of the traffic. As such, we
do not envision making frequent changes to the
link weights. Instead, link weights would change
under special circumstances following the outlay
of new capacity, a significant equipment failure,
or a serious shift in the traffic demands.

PERFORMANCE PROPERTIES

In this section we quantify how well we can engi-
neer the flow of traffic using the traditional
OSPF/IS-IS routing protocols in large networks,
using an optimization algorithm to identify good
IGP weight settings. The algorithm evaluates a
number of different weight settings with the goal
of satisfying a particular performance objective. In
the example in Fig. 2, our simple objective was to
minimize the maximum link load. When links may
have different capacities, it is more natural to con-
sider the link utilization (i.e., the ratio of load to
capacity). We generally view a link’s capacity as its
maximal desirable load. Our target is therefore to
keep the max utilization below 100 percent; or, to
protect against bursts, our target could be to keep
max utilization below 60 percent.

The discussion in this section draws on results
of [5, 6], to which the reader is referred for tech-
nical details and more references to related work.

FIXED TOPOLOGY AND TRAFFIC DEMANDS

Routing based on link weights is not flexible
enough to represent all possible solutions to the
routing problem. When judging the quality of a
weight setting, we compare it against optimal
routing (OPT) that can direct traffic along any
paths in any proportions. OPT models an ideal-
ized routing scheme that can establish one or
more explicit paths between every pair of nodes,
and distribute arbitrary amounts of the traffic on
each of the paths. Realizing an OPT solution in
practice would require the use of a more flexible
routing protocol such as MPLS that supports
explicit routes [7]. It is also important to compare
the advanced weight settings with simple default
configurations, such as Cisco’s approach of setting
the weight of a link inversely proportional to its
capacity (InvCapOSPF). Another default is Unit-
OSPF, which sets each link weight to 1.

Performance Comparison with Max-Utiliza-
tion — We now return to the example of Fig. 2
where nodes ¢, r, s, and w each send one unit of
traffic to #. This time we set the capacity of the
“local” links incident to s, r, and ¢ to 1 while the
remaining links, (u, t), (v, w), and (w, t), have
capacity 2. UnitOSPF gives the weight setting of
the first diagram. The maximum utilization is for
link (u, v). With a load of 3 and a capacity of 2 its
utilization is 150 percent. Now, InvCapOSPF will
reduce the weights of links (u, ), (v, w) and (w, t)
to 1/2. This does not affect the routing of traffic
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from g, r, and s, since it remains shorter to go
through u rather than v. Thus, the maximum uti-
lization remains 150 percent. However, the weight
setting in the last diagram achieves a maximum
utilization of 100 percent. The 100 percent utiliza-
tion happens on links (u, t) and (w, ) with load
and capacity 2, and on links (g, u), (s, u), and (7,
v) with load and capacity 1. OPT cannot perform
any better as the total traffic to ¢ is 4 matching the
total capacity on its two incoming edges.

The fact that OPT cannot outperform the best
IGP setting for this particular example does not
hold in general. It is easy to construct examples
where OPT performs substantially better than the
best IGP weights, but these examples often
appear quite contrived. The key question is
whether a good setting of the weights can balance
load as effectively as OPT in practice. Several
experimental studies have evaluated advanced
algorithms that compute good weight settings for
a fixed network topology and a given set of traffic
demands [5, 8-11]. The exact objective varies
from study to study, but they all found good IGP
weight settings performing within a few percent of
OPT. For example, in [5], for a proposed AT&T
IP backbone (with 90 nodes and 274 links) and
projected traffic demands, a weight setting was
found giving a maximum utilization that was only
3 percent worse than that of OPT, contradicting
the expectation that more flexible routing proto-
cols are necessary for good load balancing. We
shall refer to the weight settings from [5] as
AdvancedOSPF. In contrast, the simple defaults
InvCapOSPF and UnitOSPF performed rather
poorly, yielding 50 percent higher maximum uti-
lization than that of AdvancedOSPF. Similar
results were found for other networks.

To appreciate the results, suppose to ensure
good network performance, our target is a maxi-
mum link utilization below 100 percent. If our
starting point is a default like InvCapOSPF or
UnitOSPF, then, switching to AdvancedOSPF, we
expect to be able to support 50 percent higher
demands — a very attractive alternative to buying
and deploying extra links. Moreover, the Advance-
dOSPF weight setting leaves very little room for
improvement for any other more flexible routing

protocol; no routing protocol can hope to support
more than 3 percent more demand.

Performance Comparison with a Network-
wide Objective — Minimizing the maximum
link utilization is a natural and intuitive objective
for routing. However, this function is overly sensi-
tive to individual bottleneck links that may be dif-
ficult to avoid. For example, an ingress link from
a neighboring domain may carry a large amount
of traffic under any routing solution. Considering
the load on this link to the exclusion of the other
traffic in the network does not necessarily result
in the best solution. In addition, the maximum
link utilization function does not penalize solu-
tions that force traffic to traverse very long paths.
For example, if the capacities in Fig. 2 were five
times bigger, it would not be worthwhile sending
the traffic from r on a detour over v, for it doesn’t
really matter that we improve the maximum uti-
lization from 30 to 20 percent.

To deal with these issues, [5] considered an
additional networkwide objective. The cost of
using a link increases with utilization, with an
explosive growth as utilization exceeds 100 per-
cent. Such a link cost function is illustrated in
Fig. 4. The networkwide cost of a routing solu-
tion is then the sum of the link costs. Figure 5
shows the results for a proposed AT&T back-
bone with a projected traffic matrix based on
traffic measurements and growth trends. Each
element in the traffic matrix represents the
expected traffic from one router to another. The
experiment varied the traffic by multiplying each
element by a scaling factor, plotted on the x axis.
The graph plots the networkwide cost normal-
ized to make 1 the threshold for an overloaded
network. We see that AdvancedOSPF can han-
dle 70 percent more demands than the InvCa-
pOSPF and UnitOSPF defaults before passing
the threshold. In this graph, OPT is the optimal
general routing solution with respect to the net-
workwide cost, but it can only handle 2 percent
more demands than AdvancedOSPF.

Figure 6 plots the maximum link utilization
for the same networks, demands, and weight set-
tings used for Fig. 5, but in Fig. 6 OPT is the
optimum with respect to maximum link utiliza-
tion. Thus, Fig. 6 illustrates how the weight opti-
mization for Fig. 5 performs in terms of the
maximum link utilization. In particular, we see
that the curve for AdvancedOSPF gets very
close to OPT when the maximum utilization
passes 100 percent. This is because Advanced-
OSPF tries to avoid the high penalty for utiliza-
tions above 100 percent. We see that keeping
the maximum utilization below 100 percent,
AdvancedOSPF can handle 50 percent more
traffic than the InvCapOSPF and UnitOSPF
defaults, whereas OPT can only handle 3 per-
cent more than AdvancedOSPF, matching our
earlier claims for maximum utilization. It is
important that the weight settings found by
AdvancedOSPF are simultaneously good with
respect to both the sum of the link costs and the
maximum link utilizations when it matters. In
general, we have found that good weight settings
are not very sensitive to the exact details of the
objective function. Good weight settings accord-
ing to one objective function were simultaneous-

122

IEEE Communications Magazine * October 2002



ly good for other objective functions, as long as
the objective function assigns an increasing
penalty to links with load approaching capacity.

Reducing the Number of Weight Values —
For simplicity, it is appealing to have a small
number of different weight values. In addition,
having a small set of values significantly reduces
the overhead of the algorithm that explores pos-
sible changes to the weights. In the experiments,
we found that having integer values from 1-20 is
sufficient to achieve performance that is compet-
itive with OPT. It was not necessary to use the
full range of weight values allowed by the OSPF
and IS-IS protocols.

CHANGING TRAFFIC DEMANDS

Optimizing the weights for a single topology and
traffic matrix is not sufficient. In practice, the
traffic volumes fluctuate over time, and unex-
pected failures can result in changes to the net-
work topology. In addition, acquiring an exact
estimate of the traffic matrix is difficult. It is
important that the setting of the IGP weights be
robust to changes in traffic and topology. To test
robustness, we evaluated the optimized setting of
the link weights with different traffic matrices.
Traffic fluctuations and errors in measuring the
traffic matrix were captured by introducing noise.
Each element of the traffic matrix was multiplied
by a random number between 0 and 2. Although
the demands do not change in expectation, this
changes each element by 50 percent on average.
Still, weight settings based on the original traffic
matrix continued to perform well for the new
input. An optimized setting of the link weights
makes good use of the capacity between various
parts of the network, and this is not sensitive to
small or moderate changes in the traffic.

In addition to statistical fluctuations, the traf-
fic matrix changes throughout the day. For exam-
ple, there may be substantial structural
differences between day and evening traffic. We
found that IGP weights optimized for daytime
traffic do not necessarily perform well for night-
time traffic. Instead, we can select a single weight
setting that accounts for two different traffic
matrices. For example, the optimization can min-
imize the maximum link utilization across both
traffic matrices. In our experiments, we found
that a single weight setting could perform quite
well for both traffic matrices — almost as well as
weights optimized for each matrix individually.
Using this single weight setting for the entire day
has two main advantages. First, operators do not
need to disrupt the network with changes to any
of the link weights. Second, the common weight
setting performs well for all convex combinations
of the two demand matrices and, as such, is effec-
tive at accommodating the gradual transitions
between day and evening traffic. The approach of
optimizing for multiple demand matrices can also
be used to select IGP weights that satisfy the
requirements of multiple classes of traffic in a
network that supports differentiated services.

FEW CHANGES TO THE LINK WEIGHTS
Ultimately, changes to the link weights are nec-
essary in response to large shifts in the traffic
and certain router or link failures (particularly
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situations that cause multiple links to fail at the
same time). Limiting the number of weight
changes is important to limit the disruption to
the network. Fortunately, changing a single link
weight is often quite effective. When evaluated
for an operational AT&T topology, we found
that increasing a single weight from 1024 to
1025 could reduce the maximum link utilization
by 8 percent. We also evaluated the effects of
all possible single-link failures to see how often
a change in topology would require a new set-
ting of the weights. In almost every case, the
existing IGP weights continued to perform rela-
tively well even after a single link failure. The
maximum link utilization remained close to the
minimum value. However, the failure of a few
critical links would require changes to the link
weights. A single weight change is often suffi-
cient to alleviate congestion that would arise
after a link failure; allowing up to three weight
changes was enough to return within a few per-
cent of routing optimized to the new topology.

IEEE Communications Magazine * October 2002

123




|
Finding good
routing
configurations
with a small
number of
weight changes
suggests that
operators could
follow a hybrid
approach in
assigning the link
weights. Setting
the weights
inversely
proportional to
link capacity has
the advantage of
being intuitive

and simple.

As a proactive measure, the necessary weight
changes could be computed in advance of any
link failure and stored by the network manage-
ment system.

Finding good routing configurations with a
small number of weight changes suggests that
operators could follow a hybrid approach in
assigning the link weights. Setting the weights
inversely proportional to link capacity has the
advantage of being intuitive and simple. A
human operator inspecting the router configura-
tion could easily “eyeball” the weight settings to
identify any unusual patterns. Starting with
weights inversely proportional to link capacity,
we found that changing the weights for just 10
of the links was sufficient for the network to
perform very close to OPT. This has two impor-
tant implications. First, operators could still eye-
ball the configuration, while noting that a few
unusual links may have a different weight set-
ting. Second, the algorithm that searches for
good weight settings can use the inverse capaci-
ty configuration as a starting point. This reduces
the number of scenarios the algorithm must
explore before finding a suitable configuration
of the IGP weights.

CONCLUSIONS

Intradomain routing protocols such as OSPF and
IS-IS have been deployed in a large number of
networks throughout the Internet for many years.
In this article, we describe an approach to engi-
neering the flow of traffic in these networks by
monitoring the traffic and topology, optimizing
the setting of the static link weights, and reconfig-
uring the routers with new weight settings as
needed. This approach treats traffic engineering
as a network operations task, rather than the
responsibility of the underlying routing protocol.
Working with the traditional incarnations of
OSPF and IS-IS has many practical advantages
over using the proposed traffic engineering exten-
sions to these protocols. Experimental studies
show that shortest path routing protocols can be
made to perform quite well. The approach
described in this article can be applied today in a
variety of operational networks, and can help
guide decisions of how to instrument these net-
works to collect accurate information about the
topology and traffic demands.

The ultimate decision of whether to deploy
and use more flexible routing protocols (e.g., the
traffic engineering extensions to OSPF and IS-
IS) may depend on factors beyond the load bal-
ancing issues discussed in this article. For
example, more advanced routing protocols can
support route “pinning,” which allows the move-
ment of some traffic from one path to another
without disrupting the paths for other traffic. In
addition, some protocols support the establish-
ment of backup paths, allowing faster rerouting in
the event of a network failure. These two
enhancements have the potential to reduce the
temporary disruption of existing traffic in the face
of routing changes and network failures. The fea-
tures may be useful for networks that support
real-time applications or have relatively frequent
equipment failures. However, the performance
benefits and operational complexity of these

enhancements need to be better understood. The
results in an earlier section can help inform the
discussion of the cost-performance trade-offs.
Despite the advantages of the more advanced
routing protocols, we believe that the simple
approach of adjusting the static link weights may
remain viable for many IP networks.
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