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I. Introduction and Motivation

Some of the same features that make MANETs attrac-
tive, such as mobility and self-organization, also lead
to increased vulnerability to traffic analysis. Data on
who is communicating with whom, how often, how
much, and when is easily available to any eavesdrop-
per within range of the wireless network. Even if
the payload is encrypted, standard MANET protocols
transmit enough header and routing information in the
clear making traffic analysis relatively easy for attack-
ers. But users of MANETs may want to resist traffic
analysis for a variety of reasons, ranging from secrecy
for government and industry to simple personal pri-
vacy for individuals. Traffic analysis is a threat to se-
cure communication, either by identifying targets for
attacks such as denial-of-service or encryption crack-
ing, or by revealing communication relationships.

Network-wide Anonymity Perhaps the most en-
during idea for resisting traffic analysis is the “mix”
[1], in which messages are routed through an unpre-
dictable series of proxies that alter it at each hop via
encryption, stalling, padding, and other means de-
signed to prevent recognition. Onion routing [2] is
a derivative of the mix in which messages are en-
crypted in layers that must be decrypted indepen-
dently by routers at each hop toward the destination.
Another classic approach, Crowds [3], has cooperat-
ing nodes forward messages for each other in an un-
predictable manor amongst themselves before sending
the message toward its destination. While the above
approaches are applicable to both wired and wireless,
other efforts have produced protocols that are specif-
ically designed for multi-hop wireless networks [4].
All these protocols require all or a large number of
the nodes in the network to implement the protocol.

Pair-wise Anonymity For governments and cor-
porations that control their own networks, network-
wide anonymity protocols may be sufficient. How-
ever, there are other scenarios where a pair of users
(government, industrial, or private) must communi-
cate in a public network, but still wish to keep their
relationship hidden. A public network will be unlikely
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Figure 1: Perceived throughput for each pair of nodes
in a MANET before and after source node 48 takes
measures to resist traffic analysis.

to have any sort of anonymity protocol since it in-
creases complexity and cost, and is simply not needed
by most users. Therefore, we need to devise a new
protocol for enabling private anonymous communica-
tion between a pair of nodes without a network-wide
anonymity protocol, which is the focus of this paper.

To demonstrate users’ vulnerability to traffic analy-
sis, we simulated in ns2 50 randomly deployed nodes
with 30 TCP and UDP flows of random duration. We
selected a node pair to be the ”communicators of in-
terest” and set a 10-second UDP flow between them.
Figure 1(a) shows the information an omniscient at-
tacker would be able to obtain from silently observing
the network. The communication from nodes 48→30

shows up as one of the higher-throughput flows, so an
attacker can assume a relationship between the two.
Though not shown in the figure, this throughput could
then be shown over time to show the duration, fre-
quency, and volume at different times.

We can resist traffic analysis by altering the appar-
ent destinations of packets which changes an adver-
sary’s view from Figure 1(a) to that of Figure 1(b).
Node 48 still appears to be sending the same volume
of traffic, but the apparent destinations are more nu-
merous and thus each flow is less significant. Now, an
adversary would be more likely to focus attention on
other more significant flows. Our goal is to enable 48
and 30 to accomplish this effect without the assistance
or knowledge of other nodes in the network.
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II. Our Approach

A pair of nodes can resist traffic analysis as illustrated
in the previous section by having the source node ad-
dress packets to another node in the network such that
the path passes through or near the intended destina-
tion. The intended destination listens to all transmis-
sions in its neighborhood and extracts those packets
that are meant for it. We refer to this approach as
Covert Neighborhood Transmissions (CoNTra). Our
approach takes advantage of the broadcast transmis-
sions and multi-hop paths intrinsic to MANETs.

Suppose node S in Figure 2 wishes to reduce or
eliminate the perceived volume of traffic it is sending
to D. S constructs and sends a packet that has data en-
crypted for D but a destination address for some other
node, such as 6. If the packet’s route is S→1→4→6,
when 4 transmits to 6, D can overhear the transmission
and receive the packet. Therefore, D must listen to ev-
ery transmission it can hear and check if the packet is
really a CoNTra packet intended for itself.

Analyzer Model Before describing how we de-
cide where to send covert packets we need to define a
model of the attacker. We assume an omniscient ob-
server that can hear all packet transmissions but may
or may not be aware of CoNTra. The best traffic anal-
ysis strategy for the CoNTra-aware observer would be
to count transmissions at all nodes that can somehow
receive a packet from S (directly, as a forwarder, or by
overhearing) and suspect all of these nodes as CoNTra
recipients of S. It could then narrow down these sus-
pects by observing how the set of suspects changes as
nodes move, join, and leave the network.

As an example, suppose S is sending CoNTra pack-
ets to D on the path S→1→4→6. A naı̈ve analyzer
would count all the traffic from S as messages for 6. A
CoNTra-aware analyzer, however, would equally sus-
pect 1, 2, 3, 4, D, and 6; that is, all the nodes that can
hear a transmission anywhere on the path from S to 6.
Node 6 is included as a suspect because the CoNTra-
aware analyzer can’t be sure if CoNTra is being used
or if this is just a normal transmission. Now, instead
of knowing precisely who the receiver is, there are 6
possible nodes to choose from. Now, suppose node
1 leaves the network and the CoNTra path switches
to S→2→4→6. The analyzer will observe the same
volume on this new path, so can therefore eliminate 1
from its list of suspects. Also note that although 5 is
now in overhearing range of the path, the clever an-
alyzer would not add it to the suspect set because it
was not a potential receiver before 1 left. Therefore
the number of suspects is narrowed from 6 to 5.

Figure 2: A sample network: S is the CoNTra sender,
D is the destination, and G is a ”ghost node”. Solid
lines indicate direct transmissions and dashed lines in-
dicate overheard transmissions.

Note that realistic traffic analysis will not be as easy
as the above example due to network dynamism and
uncertainty about packet receptions. Also, in realis-
tic situations attackers would only have limited view
of the overall network so would have to perform their
analysis with incomplete data. Finally, S will likely
have non-CoNTra flows to other destinations. Since
it is difficult to impossible for an observer to distin-
guish CoNTra from non-CoNTra traffic it would have
to suspect nodes along these other paths as well.

Path Selection The first step in CoNTra path se-
lection is to find paths that either pass through D or
through a neighbor that D can overhear. S first iden-
tifies D’s neighbors, then compiles a list of paths that
include but do not terminate at the neighbor or D it-
self. The neighbor and path information can be gath-
ered in a variety of ways, depending on the routing
protocol. In DSR, for example, a node maintains a
path cache for not only paths that it is using but for all
overheard paths. D may assist S by sending it neigh-
bors and potentially useful destinations derived from
its cache. D can further improve the probability of
successful transmission by using signal-to-noise ratio
to identify neighbors that it can hear consistantly and
sending only the best candidates to S.

The next step is to choose the best path from the list
of paths compiled in the first step. To select this path
S again uses any information it has about the network
to calculate which path involves the largest number of
nodes, through either overhearing or inclusion on the
path itself. Under the global attacker model, the best
strategy is to select one path for CoNTra that routes
through as many nodes as possible and use this path
as long as the topology is consistent.

It may be tempting to use multiple paths to widen
the set of potential suspects. But the flaw in this
approach is that no matter which path is added, D
will always overhear the highest volume of traffic (be-
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cause all CoNTra transmissions intersect around D’s
neighborhood), and any additional nodes picked up as
potential receivers will have significantly less traffic.
For example, if the path S→3→5→7→8 is used, the
suspects are nodes 1, 2, 3, 5, 7, 8, and D1. It may
be tempting to add S→2→4→6 and split the traffic
evenly between the two paths, but this only serves to
make the possible traffic at nodes 2 and D (the inter-
section of the overhearing area of the two paths) dou-
ble that at the other nodes. Keeping the same path for
a given topology ensures that all nodes get the same
amount of traffic (and therefore the same amount of
suspicion) even if the list of nodes is smaller.

Reliability Packet delivery may be less reliable
with CoNTra because any guaranteed delivery or reli-
ability mechanism present in lower layers of the net-
work will only apply for delivering the packet to the
addressee, not our intended destination. For example,
the 802.11 RTS/CTS will not help avoid collisions at
D because it is not part of the exchange. Retransmis-
sion triggered by acknowledgments would improve
delivery probability but would create a data-ACK pat-
tern revealing S and D’s relationship. To address this
while providing guaranteed delivery we use batched
negative acknowledgments. This removes both tem-
poral correlation and 1:1 ratio of data and ACKs.

Internal Observers A shortcoming of the basic
CoNTra technique is some nodes in the network re-
ceive extra packets that are useless to them. If an at-
tacker is participating in the network and not just lis-
tening passively (an “internal observer”) it could re-
ceive such unintelligible data, which it may assume is
from a CoNTra sender. This would not directly ex-
pose the receiver but it would reveal the path being
used for CoNTra, narrowing down the set of possible
receivers. In the case that S knows of nodes that are
not attackers S can avoid this problem by addressing
CoNTra data to them whenever possible.

If there is no real node in the network that S can
safely address packets to it can work with D to create
one: S requests a route to some non-existant “ghost
node” G, and D responds with a Route Reply sug-
gesting it has a direct link to G. S can now address a
CoNTra packet to G; D will get the packet and for-
wards it to G but no real node will receive unexpected
messages. The limitation of this method is it can be
suspicious for D to be the only node that ever hears G.
Also, it is impossible to create a node in the network
anywhere else but adjacent to D, which may result in
a shorter path and therefore fewer suspect nodes.

1Node 8 was chosen as the endpoint because although 7 works
as well, using 8 adds an additional node to the set of suspects.

Route failures can also provide opportunities for
avoiding internal observers. DSR and other protocols
use Route Error messages to notify other nodes in
the network of failed links. If S hears one of these
messages concerning a path from which D can over-
hear, S can send on this path with a very low likeli-
hood of the addressee actually receiving the packet. D
will still receive the packet as it is on the near side of
the break. Since this technique would be suspicious
if S receives a Route Error message in response to
an attempt to send on a route, S should only do this
if it finds out about the error by overhearing a Route
Error message destined for another node.

III. Conclusions and Future Work

We have outlined a new approach to countering traffic
analysis by a pair of nodes, a scenario that is largely
unaddressed by previous research on anonymity. Our
proposed approach distributes the perceived amount
of traffic from a source to a destination among nodes
other than the intended destination. We have dis-
cussed the benefits and challenges of this approach,
though a formal protocol specification remains as our
future work. Additionally, we plan to evaluate the ef-
ficacy of CoNTra w.r.t. the number of nodes, number
of observers, mobility patterns, and traffic volumes.
We also intend to implement CoNTra in Click on our
testbed of laptops and Meraki wireless routers.
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