An easy-to-hard learning strategy for within-image co-saliency detection
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\textbf{A B S T R A C T}

Within-image co-saliency detection is to detect/highlight the common saliency (similar-appearance salient objects) in a single image. Ideally, it can be solved by detecting each individual salient object first and then comparing them, which is possible for some images with simple representations. However, in practice, this way is not accurate and robust for some images with complex representations. In this paper, we propose an easy-to-hard learning strategy to solve this problem. By directly localizing and comparing salient objects in simple images, superpixel confidences as co-salient objects are inferred by an easy learning method, which provide promising but also noisy supervisions for complex images. Therefore, within-image co-saliency detection in complex images can be modeled as a hard learning problem with noisy labels. A multi-scale Multiple Instance Learning (MIL) model together with a new sampling method is proposed to solve this hard learning problem with noisy labels. Experimental results show that the proposed method achieves the best performance on a public benchmark dataset and two synthetic datasets.

© 2019 Elsevier B.V. All rights reserved.

1. Introduction

In recent years, saliency detections have demonstrated wide applications in the computer vision community, such as object segmentation [1,2], video analysis [3], person re-identification [4], object tracking [5], image classification [6], etc. As introduced in [7], saliency detection can be divided into three types: detections for within-image saliency, cross-image co-saliency, and within-image co-saliency. Most existing methods are developed for detecting all the salient objects in a single image [1,5,8–10] or the common salient objects across multiple images [11–16].

In this paper, we focus on the problem of within-image co-saliency detection, which highlights the similar-appearance salient objects in a single image. Within-image co-saliency detection has many potential applications in computer vision, for example, it could help to detect repeated instances of a salient object class to synthesize the realistic animation from a still picture [17], estimate the number of instances of the same object class [18,19], reduce the redundancy of the images [7], etc.

Within-image co-saliency detection is not uncomplicated because (1) the classes of co-salient objects are unknown, (2) the number of co-salient objects is unconstrained. Therefore, object detectors or instance-level object segmentation by supervised learning like Faster RCNN [20] and Mask RCNN [21] cannot accurately localize the salient objects since the salient objects might not match to any labeled objects in the training set. Recently, some methods [22,23] could be used to localize instance-level salient object for unconstrained salient object detection without the requirement of knowing object classes, however its localization result might be not accurate and robust enough sometimes, i.e., with missing detections, no detections, inaccurate detections in some images. Fig. 1 displays the success and failure cases of instance-level salient object detection by Zhang et al. [22] to detect each salient object in single images. We can see that it is difficult to accurately localize each salient object and compare one with each other to solve the problem of within-image co-saliency detection. However, without the need of knowing object classes, the instance-level salient object detection described in [22] provides meaningful information in some images with simple representations. By a
proposed easy learning method in simple images, we could infer each pixel's confidence of its within-image co-saliency. Because superpixel provides superior local feature consistency and acceleration for computing, like the methods in [14,24], we use superpixel to replace the original pixel and treat each superpixel as an instance for computing in this paper.

The superpixel confidence inferred from the results of instance-level salient object detection on simple images are reasonable but still have some noises due to the inaccurate instance-level salient object localization. Following an easy-to-hard learning procedure like humans, we model detection on complex images as a hard learning problem with noisy labels. A multi-scale Multiple Instance Learning (MIL) model for data fusion of existing saliency detection methods is proposed to solve this hard learning problem with noisy labels. In our model, two bags are selected from each image (one positive and one negative bag). The positive bag denotes the superpixels/instances as the co-salient regions in that image. The negative bag indicates the superpixels/instances as regions without co-saliency in that image. As a weakly supervised learning model, MIL only requires the bag labels and does not need the instance labels for training. MIL requires that positive bag has at least one positive instance, which can be easily satisfied in our problem. MIL assumes that a negative bag only has negative instances, so we use a new sampling method to construct the negative bags by selecting the superpixels with maximum feature distance in potential regions without co-saliency to the potential co-salient regions. Superpixels in different scales provide rich information for the different descriptions of the image structure, so we train multiple MIL models in different scales independently and fuse the results together to achieve the final co-saliency detection in a single image.

The proposed method only applies the pretrained Convolutional Neural Networks (CNN) model to initialize the instance-level salient object detection, and then does not need any human annotations, so it is a weakly supervised method. In summary, this paper has three major contributions: (1) imperfect instance-level salient object detection is integrated into an easy-to-hard learning strategy for within-image co-saliency detection. (2) MIL together with a new sampling method is proposed to solve the learning problem with noisy labels. (3) A multi-scale MIL based data fusion method is proposed for hard learning in complex images.

Experiments on the benchmark dataset [7] for simple images, complex images and all images show that the proposed method achieves the state-of-the-art performance in terms of most evaluation metrics. Furthermore, the performance of high Precision is more impressive, which demonstrates that the proposed method is capable of detecting more accurate co-salient objects in a single image. We also synthesize two datasets to compare the proposed method with other comparison methods.

2. Related work

Saliency detection can be divided into three types: within-image saliency detection [1,10,25,26], cross-image co-saliency detection [11,15,16,27,28] and within-image co-saliency detection [7]. Most of the existing methods are designed for solving the first two problems. For example, Zhang et al. [26] proposed a symmetrical deep neural network architecture to detect the salient object in an end-to-end way, Han et al. [10] leveraged both of the depth view and RGB view of the image by a designed CNN model to help the salient object detection for the RGB image, Han et al. [15] introduced a unified metric learning-based framework which combines discriminative feature learning and co-salient object detector training together to solve the cross-image co-salient object detection, Hsu et al. [16] proposed an unsupervised CNN-based method which decomposed the cross-image co-saliency into single-image saliency detection and cross-image co-occurrence region discovery parts.

The problem of within-image co-saliency detection is first proposed in [7], and a dataset with 364 images with the assumption that each image has and only has one class of co-salient objects for within-image co-saliency detection problem is publicized. Yu et al. [7] proposed an unsupervised bottom-up method to address the within-image co-saliency detection problem by fusing and optimizing a set of proposal groups showing good common saliency in the original image, and their method obtained the state-of-the-art performance in detecting within-image co-saliency.

Another work mostly related to our problem is the instance-level salient object detection or segmentation [22,23]. Different from the object detection/segmentation problems like [20,29,30] which can only detect/segment objects of known classes, instance-level salient object detection methods can detect or segment salient objects of unknown classes from unconstrained images, in which the number of salient objects is not given. Intuitively, the instance-level salient object detection can provide meaningful prior knowledge as the start point for us, and we may directly extend these methods to within-image co-saliency detection by detecting and comparing the salient objects. However, their results are imperfect with certain-level detection errors. Therefore, an easy-to-hard strategy is developed in this paper to solve the learning problem with noisy labels.

Learning or improving saliency detection from current noisy saliency maps by existing unsupervised or supervised saliency methods are recently introduced in [31–33]. Zhang et al. [31] designed “intra-image” and “inter-image” based reliability measures to iteratively improve the current noisy saliency maps by several unsupervised saliency detection methods. [32] updates a Fully Convolutional Networks (FCN) with an estimated noise model to improve the latent saliency prediction from FCN in each iteration. Li et al. [33] uses image class labels as a weak supervision to help pixel-level saliency prediction. These methods all use estimated or improved pseudo ground truth to iteratively train the deep CNN based models, however our method just uses MIL based learning method which is much more simple and efficient in training. In addition, our method divides within-image co-saliency detection into two steps: easy learning in simple images and hard learning in complex images. The proposed easy-to-hard learning strategy is
more similar to the human learning, therefore our motivation and framework are totally different with them.

Self-paced learning (SPL) based frameworks such as [34–36] share the similar spirit with our easy-to-hard learning framework. However, these two solutions are quite different. SPL framework usually begins with simple examples and gradually takes complex examples into consideration in a self-paced fashion iteratively to learn the model. While in our easy-to-hard learning framework, we only obtain the pseudo labels for one time and a MIL algorithm based learning method is followed to alleviate the bad influence of the noisy labels when predicting the saliency maps of hard images.

Weakly supervised learning methods are widely used to solve the learning problem with incomplete labels. Among these methods, MIL models [24,37,38] are frequently used for within-image saliency detection and cross-image co-saliency detection. MIL model requires that negative bags only contain negative instances, but it is challenging to be satisfied in our problem. Therefore, we propose a MIL model together with a new sampling method to relieve this difficulty.

3. Methodology

In this section, we will first give an overall statement to the whole framework, and then introduce how to classify images into simple and complex ones by the imperfect instance-level salient object detection, followed by detailed elaborations for the easy learning in simple images and hard learning in complex images.

3.1. Problem statement

Fig. 2 shows an overview of the proposed easy-to-hard learning strategy. Given a set of images $S$, our task is to detect the common saliency within each image of $S$. Some simple images of $S$, denoted as a subset $S_s$, can be solved by directly applying the pretrained CNN model for instance-level salient object detection followed by a simple instance-level object comparison, while other complex images of $S$, denoted as a subset $S_c$, cannot be solved in such a naive way. In this paper, on $S_s$, the naive way by comparing instance-level salient objects is called easy learning. Based on the results of easy learning on $S_s$, we propose a multi-scale Multi-Instance Learning (MIL) based method to detect the co-salient objects on $S_c$, which is named as hard learning.

3.2. Classification for simple and complex images

As shown in Fig. 1, directly applying the pretrained CNN model for instance-level salient object detection [22] can localize each salient object in a single image, but it might be imperfect, e.g., no detections, with missing or inaccurate detections in some images. As the assumption in the benchmark dataset [7] for within-image co-saliency detection, it assumes that each image has and only contains one class of co-salient objects, so we design the following method for image classification.

Let $n$ denotes the number of detected salient objects (bounding boxes) by directly applying the pretrained CNN model for instance-level salient object detection [22] in the image $I$. Suppose the detected salient object (bounding box) is $O_i$, where $i = 1, \ldots, n$. If $n \leq 1$, the image $I$ is classified as a complex image since current information is not enough to discover the co-salient objects in $I$. If $n \geq 2$, we calculate the $L_2$ distance (denoted as $d_{ij}$) of the $128 \times 3$ bin normalized RGB color histograms between each pair of detected salient objects ($O_i$ and $O_j$), and the pair is matched if $d_{ij} < \lambda$, where $\lambda$ is a predefined threshold. When $n > 2$, if no pairs of detected salient objects are matched, $I$ is classified as a complex image, otherwise $I$ is classified as a simple image. In a simple image, if one detected salient object $O_k$ is not matched with any other detected salient objects, $O_k$ is considered as a noisy salient object (without showing co-saliency) in a single image.

Fig. 3 shows some simple and complex examples determined by our feature comparing based classification algorithm. From Fig. 3, we can see that the classification result on the image (simple or complex) may different from human’s feeling, fully depending on the feature comparing results.

3.3. Easy learning for simple images

Fig. 4 shows the main steps for the easy learning in simple images. With the instance-level salient object detection, we first search for the matched and unmatched salient objects. Meanwhile, we apply the method DCL [39] to detect the within-image saliency maps as $M_1$. If one detected salient object/bounding box $O_k$ is a noisy salient object (unmatched), we set the saliency values in the area of $O_k$ to zeros in $M_1$ as an initial within-image co-saliency map $M_t$; otherwise, we directly use $M_1$ as the initial map $M_t$. The reason to choose DCL for this step is that DCL using CNN to detect all the salient objects in the image has a high recall. Because the detected bounding box for the salient object is not accurate enough, removing the saliency values in $O_k$ might have some

Fig. 2. An overview of the proposed easy-to-hard learning strategy. Imperfect instance-level salient object detection is integrated to provide weak supervision, and a multi-scale MIL model is used for learning with noisy labels. Superpixel is taken as the instance in the multi-scale MIL model.
Fig. 3. The top two rows are examples of simple images and the bottom two rows are examples of complex images from the “WICOS” dataset [7]. The bounding boxes are the results of the instance-level salient object detection [22]. Ground truth is also displayed for reference. Simple images (s1–s4): two of the detected bounding boxes are matched for each image; complex images (c1–c4): only one detected bounding box is generated for each image; complex image (c4): two detected bounding boxes are generated but not matched. Complex images are the images that the common salient objects cannot be found by simply comparing the features of the detected bounding boxes.

errors. To reduce the removing errors, we refine the saliency map as an energy minimization problem in Markov Random Fields (MRF).

Let \( X = \{ x_i \}_{i=1}^n \) be the binary labels for pixel \( i \), where \( x_i = 1 \) for co-salient regions and \( x_i = 0 \) for regions without co-saliency. Let \( \theta \) denotes the appearance models including Gaussian Mixture Model (GMM) for co-salient regions and regions without co-saliency, respectively. The refinement is accomplished by minimizing the following energy function:

\[
E_1 = \sum_i D(x_i, \theta) + \sum_{i,j \in \mathcal{L}} S(x_i, x_j)
\]

where \( \mathcal{L} \) defines a local neighborhood for each pixel (4 or 8 neighbor connectivity). \( D(x_i, \theta) \) is the data term and \( S(x_i, x_j) \) is the smooth term. These two terms are determined by

\[
D(x_i, \theta) = -\log[P(z_i \mid \theta_1) x_i + P(z_i \mid \theta_2)(1-x_i)]
\]

\[
S(x_i, x_j) = [x_i \neq x_j] \exp(-\beta ||z_i - z_j||^2)
\]

where \( P(\cdot) \) is the Gaussian probability for pixel \( i \)’s feature \( z_i \) given foreground and background GMM models \( \theta \), \( [\cdot] \) denotes the indicator function taking a value of 1 or 0 for a true or false predicate \( \phi \), and \( \beta \) is a scale parameter that is set to 1.0 in our experiments. The data term \( D(x_i, \theta) \) measures the cost of labeling pixel \( i \) as co-salient regions or regions without co-saliency according to the appearance GMM models \( \theta \). The smooth term \( S(x_i, x_j) \) enables the smoothness of the labels by penalizing the discontinuity among the local neighboring pixels with different labels. The optimization is initialized by thresholding the initial map \( M_i \) (0.2 as threshold in all experiments). Max-flow algorithm [40] is then iteratively applied to estimate \( X \) and \( \theta \) simultaneously so as to minimize the energy function \( E_1 \) until convergence as that in [41]. Superpixel confidences (binary labels) as co-salient objects are then extracted.

3.4. Hard learning for complex images

The refined within-image co-saliency maps on simple images are promising but still contain some false positive and false negative errors. We treat the simple images as the training set, and view the complex images as the testing set. Therefore, this is a learning problem with incomplete labels. MIL as a widely used model for weakly supervised learning does not require the labels for each instance during training, so it is selected to finish our task. Considering the superior local feature consistency and computation efficiency of superpixels, each superpixel is thought as an instance in our model. Two bags are selected from each image: co-salient regions (positive bag) and regions without co-saliency (negative bag). Our goal is to score each superpixel for complex images by learning a reliable MIL model from simple images.

However, one difficulty in this problem is the commonly-used assumption by MIL for negative bags during training. MIL assumes
that the positive bag contains at least one positive instance and the negative bag only contains negative instances. MIL’s assumption for positive bags is excellent for our problem since it solves our problem of incomplete positive bags. However, we cannot guarantee that the negative bags only contain negative instances in our problem. In order to relieve this challenge, we use a sampling method considering feature distance. Specifically, in each simple image, the image can be divided into potential positive regions (pixels as 1) and potential negative regions (pixels as 0) based on its $M_i$. In each simple image, we sample $m$ superpixels in potential positive regions considering the sorted saliency values in $M_i$ into the positive bag, and we also sample $m$ superpixels in potential negative regions having top $m$ largest $L_2$ feature distance to the potential positive regions into the negative bag. The normalized RGB color histogram is used to calculate the above feature distance.

For each sampled superpixel/instance, designing its handcrafted feature is challenging, especially to express the within-image co-saliency. Some existing saliency detection methods [CWS [11], RC [1], DCL [8], RFCN [25] and CDS [7]] could provide reasonable prior knowledge for superpixels. The last method is for within-image co-saliency detection. Different methods have various advantages and disadvantages, so we expect that they could make up for each other to obtain a better detection. Therefore, we model our MIL learning problem as a data fusion problem. For each superpixel, we extract a 5D vector as its instance feature by the corresponding saliency values from five saliency methods (CWS, RC, DCL, RFCN, CDS). The training set is from simple images and has a set of bags $B_1, B_2, \ldots, B_N$, and the corresponding bag labels are $y_1, y_2, \ldots, y_N$, where $y_i$ is 0 or 1 as a binary classification problem. Each bag $B_i$ contains $m$ instances $b_{ij}$, where $j = 1, \ldots, m$. The instance $b_{ij}$ is represented as a 5D feature vector. In order to assign the designed bag labels to the corresponding bags, the classical MIL training process is to minimize the following log-likelihood energy function \[ E_2 = -\sum y_i \log(p_i) + (1 - y_i) \log(1 - p_i) \] (4)

where $p_i$ is the bag probability assigned to its bag label $y_i$. The bag probability $p_i$ is computed from the instance probability:

\[ p_{ij} = \left(1 + e^{-\langle w, b_i \rangle}\right)^{-1}, \] (5)

and a noisy-or combination rule [42,43]: $p_i = 1 - \prod_j (1 - p_{ij})$, where $w$ is the weight vector during training the MIL model. Using the learned weight vector $w$ on simple images, then we test the trained MIL model on complex images. During testing, we also extract the 5D feature vector for each superpixel as the instance feature, and then the probability (score) for each superpixel/instance could be computed by Eq (5).

Superpixels in different scales provide rich information for different descriptions of the image structure, so we train multiple MIL models in different scales independently and then fuse their testing results linearly to achieve the final co-saliency detection in each complex image as shown in Fig. 2.

4. Experiments

In this section, we will introduce the benchmark dataset, experiment settings, evaluation metrics, comparison methods and results.
4.1. Dataset, setting and evaluation

Most of the existing widely-used image datasets related to saliency detection like MSRA [44], iCoseg [45], HKU-IS [46] are mainly designed for evaluating within-image saliency detection or cross-image co-saliency detection, which do not pay attention to within-image co-saliency in a single image, which are not suitable to evaluate our problem. The recent research [7] is the first work to discuss the problem of within-image co-saliency, and a new benchmark dataset is publicized to evaluate the within-image co-saliency detection together with their work. Therefore, we perform our experiments on this new benchmark dataset [7], and we define this benchmark dataset as “WICOS” in this paper. “WICOS” dataset contains 364 color images with certain level of within-image co-saliency in each image. In the benchmark dataset, it assumes that each image has and only contains one class of co-salient objects.

By detecting and comparing the instance-level salient objects in “WICOS”, 254 images are classified as simple images and the remaining 110 images are thought as complex images. Specifically, the pretrained GoogleLeNet is used as the baseline network to detect the instance-level salient object as suggested by the publicized code of [22], and all the parameters follow their default setting. We set the predefined threshold λ = 20 to classify simple and complex images. λ is set based on human supervisions inferred from a small number of sample images in iCoseg dataset [45]. In the easy learning step, to smooth the saliency map, we linearly fuse the refined binary map Mi after minimizing the Eq. (1), the DCL [39] map and RFCN [25] map with the fusion weights [0.8, 0.1, 0.1] as the final within-image co-saliency map for each simple image.

Following the experiment setting in [7], seven within-image saliency detection methods and one within-image co-saliency detection method are chosen as comparison methods: LK [47], SR [48], FT [49], CWS [11], RC [1], DCL [39], RFCN [25] and CDS [7]. The first five are traditional feature-based methods, DCL and RFCN are deep CNN based methods, the last one (CDS) is a bottom-up method to detect within-image co-saliency.

We evaluate our performance on the commonly used precision-recall (PR) curve, maximum F-measure (maxF) with changing thresholds. MAE error defined as the average absolute difference between the result and ground truth [7,39] is also evaluated. Furthermore, the average precision, recall and F-measure with adaptive thresholds (twice the mean saliency value) [39,49] are also reported in our experiment. The F-measure is computed as $F_{γ} = \frac{(1 + γ^2) \times \text{Precision} \times \text{Recall}}{γ^2 + \text{Precision} + \text{Recall}}$, where $γ^2$ is set to 0.3 as defined in [39,49].

There is only one publicized dataset (“WICOS”) for the problem of within-image co-salient object detection [7], so we synthesize new datasets to further evaluate our method. There are some existing publicized dataset for cross-image co-saliency detection like [45,50], we select dataset in [50] to synthesize the new datasets. Li and Ngan [50] collected a dataset includes 105 image pairs where each image of a pair contains one or more similar co-salient objects. Each image’s scale is less than 200 x 200 pixels. We simply concatenate two images of a pair with similar object(s) into a new image. The new synthetic images are aligned horizontally. We remove the ones that contain multi-class co-salient objects (e.g., two black cows and two yellow cows), leading to 86 images finally. This dataset is named “SYN-Normal” (86 images).

In order to better evaluate the methods, we randomly add ellipse-shaped noises to background locations of each synthetic image, leading to another new dataset named “SYN-Noisy” (86 images). Fig. 5 shows how we generate the new synthetic dataset. Then, we report the evaluation results of our method and other comparison methods on “SYN-Normal” and “SYN-Noisy” respectively.

4.2. Results on “WICOS” dataset

In this section, we report the experimental results on the “WICOS” dataset. We separately evaluate our method on simple images, complex images and all the images. Fig. 6 shows the PR curves of the proposed method and other eight comparison methods on simple, complex and all images, respectively. From the figure, we see that the proposed method achieves the best PR curve in detecting the within-image co-saliency. Table 1 shows the maximum F-measure and MAE error results. From this table, we find that the proposed method achieves the best performance among the three image sets. Specifically, the proposed method get higher
maxF and lower MAE error no matter on simple, complex or all images.

We also calculate the average Precision, Recall and F-measure by adaptive thresholds [39,49] and show them in Fig. 6. The proposed method achieves the best average Precision and F-measure among all the methods. The high Precision indicates the effectiveness and accuracy of the proposed method for within-image co-saliency detection. For the Recall performance, the proposed method achieves comparable results with the best one. That is because our easy-to-hard learning strategy tends to focus more on the accurate within-image co-salient regions and slightly ignore some regions with low within-image co-saliency scores. In summary, the state-of-the-art performance is accomplished by the proposed method in terms of best PR curve, highest maxF, lowest MAE error, highest Precision, highest F-measure, and comparable Recall.

Fig. 7 shows some sample results of within-image co-saliency detection from the proposed method and other eight comparison methods. The top three rows are examples of the complex image and the bottom three rows show the results of the simple image. Because the first seven methods mainly focus on solving the within-image saliency detection problem, they tend to highlight all the salient regions in an image but not de-emphasize the salient regions without co-saliency.

Compared to the CDS [7] method specially designed for within-image co-saliency detection, the proposed method is better at highlighting the co-salient regions and de-emphasizing the salient regions without co-saliency. The reason of our method achieves a better result than the CDS method is that our method can accurately remove most of the noisy objects in the simple images selected by the feature comparing based classification method in the easy learning step, and the MRF refinement step combine with the MIL algorithm can somehow relieve the influence of the inaccurate supervision information from the easy learning results.

In the hard learning step, we select scale number as 5 and five MIL models are trained on five different superpixel scales independently. We use the SLIC over-segmentation method [51] to generate the superpixels in five scales by changing the desired superpixel number as [100, 200, 400, 800, 1600]. The 254 simple images are used as the training set and the remaining 110 images are utilized as the testing set. During training the MIL model, one positive and one negative bags with \( m = 30 \) instances are selected by the sampling method from each simple image for training. During testing, we define each complex image as a testing bag and treat all the inside superpixels as testing instances. As a result, trained MIL models generate five saliency maps in different scales. Finally, we linearly fuse the five saliency maps to get our final detection result for each complex image.

### 4.3. Ablation study on “WICOS” dataset

To show the effectiveness of some key steps in our easy to hard learning strategy, we compare the results on three different kinds of experiment setups: (1) remove the hard learning step, and get final saliency maps of complex images with the same method as simple images; (2) remove the MRF refinement step in easy learning step and directly use the results without

---

**Table 1**

The maximum F-measure (maxF) and MAE error of the proposed method ('Ours') and the comparison methods on simple images (254 images), complex images (110 images) and all images (364 images) of the “WICOS” dataset [7]. Larger maxF and smaller MAE error indicate better performance.

<table>
<thead>
<tr>
<th>Images</th>
<th>Metrics</th>
<th>LRK</th>
<th>SR</th>
<th>FT</th>
<th>CWS</th>
<th>RC</th>
<th>DCL</th>
<th>RFCN</th>
<th>Ours</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simple</td>
<td>maxF (%)</td>
<td>65.8</td>
<td>40.9</td>
<td>57.7</td>
<td>76.1</td>
<td>79.3</td>
<td>88.8</td>
<td>87.8</td>
<td>90.4</td>
</tr>
<tr>
<td></td>
<td>MAE error</td>
<td>0.247</td>
<td>0.255</td>
<td>0.252</td>
<td>0.171</td>
<td>0.147</td>
<td>0.060</td>
<td>0.086</td>
<td>0.051</td>
</tr>
<tr>
<td>Complex</td>
<td>maxF (%)</td>
<td>70.8</td>
<td>39.0</td>
<td>59.1</td>
<td>78.4</td>
<td>82.6</td>
<td>88.8</td>
<td>89.4</td>
<td>89.9</td>
</tr>
<tr>
<td></td>
<td>MAE error</td>
<td>0.229</td>
<td>0.225</td>
<td>0.225</td>
<td>0.152</td>
<td>0.131</td>
<td>0.056</td>
<td>0.077</td>
<td>0.050</td>
</tr>
<tr>
<td>All</td>
<td>maxF (%)</td>
<td>67.4</td>
<td>40.3</td>
<td>58.2</td>
<td>76.7</td>
<td>80.2</td>
<td>88.8</td>
<td>88.3</td>
<td>90.3</td>
</tr>
<tr>
<td></td>
<td>MAE error</td>
<td>0.241</td>
<td>0.246</td>
<td>0.244</td>
<td>0.165</td>
<td>0.142</td>
<td>0.059</td>
<td>0.083</td>
<td>0.050</td>
</tr>
</tbody>
</table>
refinement as the label for hard learning step; (3) replace the MIL step with directly linearly fusing the saliency maps of the five selected saliency methods. Table 2 shows the results on all the images on the “WICOS” dataset using adaptive thresholds.

In experiment (1) w/o HL, the results of complex images concern more about all the salient objects in the image but do not consider enough about the co-saliency information, so it results of high recall but low precision. For experiment (2) w/o MRF, the results without the MRF refinement step contain much more noisy information, so low precision and low recall results are obtained. For experiment (3) w/o MIL, we directly linearly fusing the saliency maps of the five selected saliency methods. The methods CWS, RC, DCL and RFCN are for within-image saliency detection and the method CDS is for within-image co-saliency detection. This fusion method tends to highlight all the salient objects in the image, leading to a higher recall. However, the proposed method tends to highlight the co-salient objects and de-emphasize other salient objects without co-saliency in the image, so the proposed method might remove some pixels, leading to a slightly lower recall but a higher precision. Because precision is more important in saliency detection, the proposed method is more advanced. The results show that the steps of hard learning, MRF, and MIL in the proposed method are necessary to help to improve the performance.

4.4. Results on “SYN-Normal” and “SYN-Noisy” datasets

We detect the within-image co-salient objects by the proposed easy-to-hard leaning strategy on the synthetic datasets. Some sampled results on the synthetic datasets are displayed in Fig. 8. The evaluation results are shown in Table 3. From the experimental results, we can see that our method achieved the best performance in terms of F-measure, MAE error and maxF on

---

**Table 2**

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Precision (%)</th>
<th>Recall (%)</th>
<th>F-measure (%)</th>
<th>MAE error</th>
</tr>
</thead>
<tbody>
<tr>
<td>w/o HL</td>
<td>89.4</td>
<td>90.0</td>
<td>88.9</td>
<td>0.050</td>
</tr>
<tr>
<td>w/o MRF</td>
<td>88.8</td>
<td>89.1</td>
<td>88.1</td>
<td>0.052</td>
</tr>
<tr>
<td>w/o MIL</td>
<td>89.8</td>
<td>90.2</td>
<td>89.2</td>
<td>0.061</td>
</tr>
<tr>
<td>Ours</td>
<td><strong>91.1</strong></td>
<td>88.9</td>
<td><strong>89.9</strong></td>
<td><strong>0.047</strong></td>
</tr>
</tbody>
</table>

**Table 3**

<table>
<thead>
<tr>
<th>Images</th>
<th>Methods</th>
<th>Precision (%)</th>
<th>Recall (%)</th>
<th>F-measure (%)</th>
<th>MAE error</th>
<th>maxF (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SYN-Normal</td>
<td>LTK</td>
<td>28.9</td>
<td>16.7</td>
<td>23.1</td>
<td>0.375</td>
<td>34.9</td>
</tr>
<tr>
<td></td>
<td>SR</td>
<td>47.1</td>
<td>32.7</td>
<td>40.9</td>
<td>0.255</td>
<td>44.0</td>
</tr>
<tr>
<td></td>
<td>FT</td>
<td>42.0</td>
<td>29.8</td>
<td>36.7</td>
<td>0.298</td>
<td>43.9</td>
</tr>
<tr>
<td></td>
<td>CWS</td>
<td>73.2</td>
<td>50.7</td>
<td>63.9</td>
<td>0.302</td>
<td>68.9</td>
</tr>
<tr>
<td></td>
<td>RC</td>
<td>71.9</td>
<td>67.7</td>
<td>74.4</td>
<td>0.191</td>
<td>80.3</td>
</tr>
<tr>
<td></td>
<td>DCL</td>
<td><strong>89.0</strong></td>
<td><strong>76.8</strong></td>
<td><strong>82.2</strong></td>
<td><strong>0.118</strong></td>
<td><strong>84.5</strong></td>
</tr>
<tr>
<td></td>
<td>RFCN</td>
<td>85.1</td>
<td>76.8</td>
<td>82.2</td>
<td>0.118</td>
<td>84.5</td>
</tr>
<tr>
<td></td>
<td>CDS</td>
<td>85.2</td>
<td><strong>81.5</strong></td>
<td><strong>83.7</strong></td>
<td><strong>0.089</strong></td>
<td><strong>85.6</strong></td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td>87.4</td>
<td>80.1</td>
<td><strong>84.5</strong></td>
<td><strong>0.086</strong></td>
<td><strong>85.7</strong></td>
</tr>
<tr>
<td>SYN-Noisy</td>
<td>LTK</td>
<td>18.5</td>
<td>10.5</td>
<td>15.1</td>
<td>0.348</td>
<td>32.5</td>
</tr>
<tr>
<td></td>
<td>SR</td>
<td>44.1</td>
<td>31.0</td>
<td>38.3</td>
<td>0.255</td>
<td>41.0</td>
</tr>
<tr>
<td></td>
<td>FT</td>
<td>34.4</td>
<td>25.8</td>
<td>30.4</td>
<td>0.316</td>
<td>36.3</td>
</tr>
<tr>
<td></td>
<td>CWS</td>
<td>35.5</td>
<td>29.6</td>
<td>32.6</td>
<td>0.332</td>
<td>50.5</td>
</tr>
<tr>
<td></td>
<td>RC</td>
<td>54.9</td>
<td>50.1</td>
<td>52.1</td>
<td>0.235</td>
<td>53.3</td>
</tr>
<tr>
<td></td>
<td>DCL</td>
<td>59.4</td>
<td>46.3</td>
<td>53.9</td>
<td>0.228</td>
<td>60.6</td>
</tr>
<tr>
<td></td>
<td>RFCN</td>
<td>70.3</td>
<td>65.2</td>
<td>67.8</td>
<td>0.162</td>
<td>68.6</td>
</tr>
<tr>
<td></td>
<td>CDS</td>
<td>76.4</td>
<td><strong>72.4</strong></td>
<td>74.4</td>
<td>0.117</td>
<td>78.7</td>
</tr>
<tr>
<td></td>
<td>Ours</td>
<td><strong>80.3</strong></td>
<td>67.6</td>
<td><strong>75.7</strong></td>
<td><strong>0.114</strong></td>
<td><strong>78.9</strong></td>
</tr>
</tbody>
</table>
“SYN-Normal” dataset and our method obtained the best performance in terms of Precision, F-measure, MAE error and maxF on “SYN-Noisy” dataset. The performance on “SYN-Noisy” dataset is worse than that on “SYN-Normal” dataset. We also see that the improvement by the proposed method on “SYN-Noisy” is more than that on “SYN-Normal”. Taking F-measure as an example, our method gets 75.7% compared to the second best 74.4% on “SYN-Noisy”, while our method gets 84.5% compared to the second best 83.7% on “SYN-Normal”.

4.5. Running time

We calculate the average running time of each step per image on “WICOS” dataset. Our experiment were run on a workstation with 2.2 GHz CPU and our code was implemented in Matlab. The instance-level salient object detection [22] was performed on a NVIDIA Tesla P40 GPU card. With a parallel computing for each scale independently on the “WICOS” dataset, testing on a single image needs 25.7 s per image, and the easy learning step takes 5.7 s per image, and the hard learning step takes 26.2 s per image. During training and testing, most of the running time is spent on the SLIC superpixel-level feature extraction.

5. Conclusion

In this paper, we propose a new easy-to-hard learning method for within-image co-saliency detection. By incorporating pretrained model for instance-level salient object detection, the images are classified into simple and complex images. In simple images, we use an easy learning method to detect and refine the co-saliency objects. Based on the imperfect labels obtained in simple images, we incrementally detect the within-image co-saliency in complex images. We model it as a hard learning problem with noisy labels for data fusion. A new multi-scale MIL model together with a sampling method is proposed to solve it. Experimental results show that the proposed easy-to-hard learning method achieves the state-of-the-art performance in terms of most evaluation metrics on the benchmark datasets.
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