DP-LinkNet: A convolutional network for historical document image binarization
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Abstract

Document image binarization is an important pre-processing step in document analysis and archiving. The state-of-the-art models for document image binarization are variants of encoder-decoder architectures, such as FCN (fully convolutional network) and U-Net. Despite their success, they still suffer from three limitations: (1) reduced feature map resolution due to consecutive strided pooling or convolutions, (2) multiple scales of target objects, and (3) reduced localization accuracy due to the built-in invariance of deep convolutional neural networks (DCNNs). To overcome these three challenges, we propose an improved semantic segmentation model, referred to as DP-LinkNet, which adopts the D-LinkNet architecture as its backbone, with the proposed hybrid dilated convolution (HDC) and spatial pyramid pooling (SPP) modules between the encoder and the decoder. Extensive experiments are conducted on recent document image binarization competition (DIBCO) and handwritten document image binarization competition (H-DIBCO) benchmark datasets. Results show that our proposed DP-LinkNet outperforms other state-of-the-art techniques by a large margin. Our implementation and the pre-trained models are available at https://github.com/beargolden/DP-LinkNet.
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1. Introduction

The purpose of document image binarization (also referred to as segmentation) is to convert gray-scale or color images into binary images by labeling each pixel as foreground (black) or background (white). Binarization plays a key role in document analysis and recognition (DAR) systems, and the performance of this stage is crucial for subsequent tasks, such as optical character recognition (OCR) [1]. However, binarization is extremely challenging due to the long storage time and poor storage environment of historical documents, resulting in severe degradation, to name a few, paper aging, text stroke fading, ink bleed through, page stains, and library seal. Fig. 1 shows several degraded historical document image samples selected from document image binarization competition (DIBCO) datasets and the Bickley diary dataset.

![Degraded historical document image samples](image)

**Fig. 1.** Degraded historical document image samples, (a) selected from the Bickley diary dataset and (b)-(g) selected from the DIBCO series dataset.


This paper presents our winning algorithm in ICDAR 2019 time-quality binarization competition on photographed document images. The proposed method is based on the D-LinkNet architecture [13]. To the best of our knowledge, manual extraction of text stroke features using traditional feature engineering is inadequate and subject to bias, especially when dealing with extremely degraded or severely damaged pages of historical antiquities.
Therefore, deep learning-based approaches are not only a good alternative, but also the current trend. The state-of-the-art models for semantic segmentation are variants of encoder-decoder architectures, such as FCN [14] and U-Net [15]. Despite their success, they still suffer from three limitations: (1) reduced feature map resolution due to consecutive strided pooling or convolutions, (2) multiple scales of target objects, and (3) reduced localization accuracy due to the built-in invariance of deep CNNs.

To overcome the first obstacle and efficiently generate dense feature maps, we adopt a hybrid dilated convolution layer to make intermediate feature maps denser. Compared to standard convolutional layers that use larger convolution kernels, dilated convolutions can increase the receptive field size without decreasing the spatial resolution of intermediate feature maps. To solve the second problem, the images can be cropped at different scales and then the feature maps can be fused. Although this approach is effective, it introduces too much computational cost. Inspired by the spatial pyramid pooling, we subsample the input feature maps at different rates to further encode global contextual information, and the target information can be obtained at different scales. The built-in invariance of deep convolutional neural networks is desirable for classification tasks, but may hinder dense prediction tasks, e.g., semantic segmentation, where abstraction of spatial information is undesirable. One way to address the third problem is to add skip connections to extract features at different levels, and fuse them at the decoder to obtain segmentation results.

Our contributions are three folds. First, we propose a combination of hybrid dilated convolution and spatial pyramid pooling to further aggregate multi-scale contextual features and encode multi-scale global contextual information. Second, we integrate the proposed hybrid dilated convolution and spatial pyramid pooling modules into the encoder-decoder architecture for degraded historical document image binarization. Last but not least, we apply a test time augmentation strategy to further improve the robustness of the proposed document image binarization method, and the experimental results show that our method outperforms other state-of-the-art techniques by a large margin.

The remainder of this paper is organized as follows. Section 2 reviews the related work on degraded document image binarization. Section 3 and 4 present the proposed architecture and the detailed implementations, respectively. Section 5 evaluates the binarization performance and time complexity of the proposed model. Section 6 concludes the paper.

2. Related Work

Document image binarization or segmentation can be roughly divided into global and local thresholding methods [16, 17].

Global thresholding, e.g., Otsu’s method [18], computes an optimal threshold for the entire image to maximize the interclass variance or equivalently minimize the intraclass variance of foreground and background pixels. Global thresholding can give satisfactory results when the image histogram follows a bimodal distribution, but will generally fail when dealing with low-quality images.

Locally adaptive thresholding estimates a different threshold for each pixel in the image based on the analysis of neighborhood statistics, e.g., Niblack’s [19], Sauvola’s [20], and Wolf’s [21] methods use local mean and standard deviation, while Bernsen’s [22] and Herk’s [23] methods employ local contrast. Local thresholding approaches generally have better performance than global counterparts. But the main drawbacks of these local methods are that the thresholding performance depends heavily on the sliding window size and thus on the text stroke width.
Degraded historical document image binarization has been a hot topic in the past decade since the first DIBCO was held in 2009. Previous studies on document image binarization are often based on edge detection. For instance, Su et al. [24, 25] propose to use local maximum and minimum to detect high-contrast pixels, usually located near text stroke edges. Lu et al. [26] present a binarization technique based on document background estimation and stroke edge detection. Jia et al. [27] present an effective method for document image binarization using structural symmetric pixels (SSPs), which are located at the edges of text strokes, and can be extracted from those with large gradient magnitude and opposite gradient direction.

Markov random fields (MRFs) [28] and conditional random fields (CRFs) [29] are used for degraded document image binarization. Howe [30, 31] presents an energy-based segmentation that uses graph cut optimization to solve the energy minimization problem of the objective function, which combines the Laplacian operator and the Canny edge detector. Since text edge detection is embedded in energy-based segmentation, such methods are less effective for dealing with low-contrast or severely degraded document images.

Active contour models, also referred to as snakes, are proposed for degraded historical document image binarization. Rivest-Hénault et al. [32] introduce a local linear level set framework, and Hadjadj et al. [33] also present a technique based on active contour evolution. Since the level set method is a local optimization method, it has a high time complexity and a tendency to fall into the nearest local minimum.

Statistical learning-based approaches are proposed to binarize historical document images as well. Chen et al. [34] propose a parallel non-parametric binarization method for degraded document images. Xiong et al. [35] present a support vector machine (SVM) based technique for binarization of degraded document images. Bhowmik et al. [36] introduced a game theory inspired document image binarization (GiB) technique. In general, the main disadvantage of these learning-based methods is that only low-level or hand-crafted features are used to obtain segmentation results. As a result, it is difficult to design representative features for different applications, and the designed features work well for one type of images, but often fail on another. Therefore, a general method for extracting features is still lacking.

With the development of convolutional neural networks (CNNs) in the field of document analysis and recognition, multi-scale and adaptive feature extraction and learning using deep network models has become a feasible approach for document image binarization. Tensmeyer and Martinez [37] present a fully convolutional network (FCN), which combines F-measure and pseudo F-measure losses for document image binarization tasks. Vo et al. [38] propose a hierarchical deep supervised network (DSN) for binarization of degraded document images. Calvo-Zaragoza and Gallego [39] choose the residual encoder-decoder network (RED-Net) [40] as the backbone of their selectional auto-encoder (SAE) architecture for document image binarization. Bezmaternyk et al. [41] present a historical document image binarization based on U-Net [15], originally designed for biomedical image segmentation. Zhao et al. [42] consider binarization as an image-to-image generation task and propose a binarization method for document images with conditional generative adversarial networks (cGANs). Peng et al. [43] propose a deep learning framework to infer the probabilities of text regions through a multi-resolution attentional model, which is then fed into a convolutional conditional random field (ConvCRF) to obtain the resulting binary image.

Although the application of convolutional neural networks can significantly improve the binarization performance, a common challenge for all these deep network models is how to find a more generalized scale selection or combination approach to better extract contextual information, which is also the motivation for the proposed architecture in this paper.
3. Proposed Architecture: DP-LinkNet

The proposed DP-LinkNet uses D-LinkNet [13] and LinkNet [44], with a pre-trained encoder as the backbone. As depicted in Fig. 2, it consists of four main parts: the encoder (part A), the hybrid dilated convolution (HDC) module (part B), the spatial pyramid pooling (SPP) module (part C), and the decoder (part D). The encoder extracts text stroke features with deep semantic information. The HDC module expands the receptive field size and aggregates mult-scale contextual features, while the SPP module encodes the output of the HDC with multi-kernel pooling. The combination of the HDC and SPP modules will produce enriched higher-level abstract feature maps. The decoder then maps the low-resolution feature map output from the central part back to the size of the input image for pixel-by-pixel classification. Although there are several subtle and important differences, what distinguishes our proposed DP-LinkNet from the two models mentioned above is that the LinkNet [44] contains only part A and D, while D-LinkNet [13] additionally contains part B.

**Fig. 2.** The proposed DP-LinkNet architecture

### 3.1 Part A: Encoder

The original LinkNet [44] adopts the 18-layer ResNet as its encoder, while the D-LinkNet [13] employs the 34-layer ResNet as its encoder. Considering that the D-LinkNet achieved the first place in CVPR 2018 DeepGlobe Road Extraction Challenge, we decide to use the D-LinkNet pre-trained on the ImageNet [45] dataset as the encoder of our proposed architecture.

The first layer of our model is a 7×7 convolution layer with 64 output channels and a stride of 2, followed by a batch normalization (BN) layer, a rectified linear unit (ReLU) activation layer, and a 3×3 maximum pooling layer with a stride of 2. The rest of the encoder follows the four ResNet-34 encoder modules, consisting of 3, 4, 6, and 3 residual blocks (Res-blocks, as shown in the lower left panel of **Fig. 2**), respectively. The number of channels in the first module is the same as the number of input channels of the module. Since a 3×3 convolution
layer with a stride of 2 has already been used in the first residual block of each subsequent module, the number of channels is doubled and the spatial resolution of feature maps is reduced by half, compared to the previous module.

### 3.2 Part B: Hybrid Dilated Convolution (HDC)

At the encoder, a series of convolutions and downsampling are performed. This helps extract high-level features, but reduces the resolution of the feature map and may lead to the loss of spatial information. Dilated convolution is an alternative to downsampling operations and has been widely used for semantic or instance segmentation [46]. It is generally available in two types of modes, namely parallel mode [47] and cascade mode [48], both of which have demonstrated significant improvement in segmentation accuracy.

In dilated convolutions, the dilation rate $r$ indicates inserting $r-1$ zeros between the kernel weights or subsampling the feature map by a factor of $r-1$. For a 1-dilated convolutional kernel of size $k \times k$, the size of the resulting $r$-dilated convolution kernel is:

$$\hat{k} = k + (k-1) \times (r-1) = r \times (k-1) + 1$$

Considering the stride $s$ in the $l^{th}$ layer ($l = 1, 2, \ldots, L$), the receptive field (RF) size of each $r$-dilated convolution layer is:

$$RF_l = s_{l-1} \times RF_{l-1} + (\hat{k}_{l-1} - s_{l-1})$$

We solve the recursive equation and obtain:

$$RF_L = 1 + \sum_{i=1}^{L} \left( (\hat{k}_i - 1) \prod_{j=i}^{L} s_j \right)$$

Inspired by the fact that dilated convolutions exponentially increase the receptive field size without decreasing the spatial resolution of intermediate feature maps, we exploit the advantages of both modes and combine them using a shortcut connection. The proposed hybrid dilated convolution module is shown in Fig. 3. It contains dilated convolutions in both parallel and cascade modes. Each branch consists of 1 to 3 cascaded dilated convolutions with a kernel size of $3 \times 3$ and dilation rates of 1, 2, and 4, respectively. Therefore, the receptive field size of each branch will be 3, 7, and 15, respectively. As mentioned in Subsection 3.1, the encoder of ResNet-34 contains 5 strided convolution layers, equivalently downsampling layers, so if an image patch of $256 \times 256$ goes through the encoder part, the size of the output feature map will be $8 \times 8$.

According to Zhou [13] and most other researchers, the HDC can only contain two stacked cascades of dilated convolution branches at the most, so that the receptive field size of the cascaded dilated convolutions can be comparable to the output feature map size of the last stage of the encoder, or the former is slightly smaller than the latter. However, we found a temporarily unexplained phenomenon in our experiments that the segmentation performance is slightly higher, when the HDC contains a branch with a maximum receptive field size of 15, than the case when the HDC does not contain this branch. Therefore, in our proposed model, the three cascaded dilated convolution branches are summed with the feature map itself before feeding into the subsequent spatial pyramid pooling module.
3.3 Part C: Spatial Pyramid Pooling (SPP)

One of the major challenges in the binarization of degraded historical document images is the diversity of text strokes and the complexity of document degradations, and it is difficult to find a general algorithm to handle a variety of low-quality documents. Although the previous HDC module is able to obtain different sizes of receptive fields and aggregate multi-scale features through parallel and cascaded dilated convolutions, we believe that it is still difficult to detect or identify objects of different sizes with a fixed-sized field-of-view.

Inspired by the SPP-Net [49] for image classification and object detection, we adopt the spatial pyramid pooling (SPP) strategy to solve the above problem, but with several subtle and important differences. As presented in Fig. 4, our proposed SPP module encodes the global contextual information with three different sizes of receptive fields. We apply three maximum pooling operations to the feature maps output from the HDC, with convolution kernel sizes of $2\times2$, $3\times3$, and $5\times5$, respectively. The output shape of the multi-size pooling can be precisely described as:

$$
\begin{align*}
h_{out} &= \left( \frac{h_{in} + 2 \times p - d \times (k-1) - 1}{s} + 1 \right) \\
w_{out} &= \left( \frac{w_{in} + 2 \times p - d \times (k-1) - 1}{s} + 1 \right)
\end{align*}
$$

where $h_{in}$ and $w_{in}$ are the input height and width of the feature map, $h_{out}$ and $w_{out}$ are the output height and width, $k$ and $s$ denote the kernel size and the stride (whose default value is the same as the kernel size) of the window, $p$ denotes the number of implicitly zero-padded points on both sides, and $d$ is the dilation rate. In our implementation, we set $p = 0$ and $d = 1$ in the SPP module.

With our spatial pyramid pooling settings, the input feature map can be represented at different scales, like a multi-level image pyramid representation. When the input feature map is at different scales, the deep network extracts features at different scales. Interestingly, the coarsest pyramid level has a single bin that covers the entire feature map. This is actually a
“global pooling” operation that has been studied in several works simultaneously, for instance, global average pooling and global maximum pooling.

In classification applications, when the network input is an image of arbitrary size, we can perform convolutions and pooling until the network is about to connect to the fully-connected (FC) layer, and convert the arbitrary-sized feature maps into fixed-sized feature vectors by the spatial pyramid pooling, i.e., extracting fixed-sized feature vectors using multi-scale features. However, for image segmentation, which can be viewed as pixel-level classification, we then up-sample the three low-resolution feature maps to the same size as the input feature maps, and finally, concatenate the input feature maps with the three up-sampled feature maps.

![Spatial Pyramid Pooling (SPP) module](image)

**Fig. 4.** Spatial Pyramid Pooling (SPP) module

### 3.4 Part D: Decoder

The decoder of our proposed architecture remains consistent with the original D-LinkNet [13] and is computationally efficient. It has 4 decoder blocks, each containing a 1×1 convolution, a 3×3 transposed convolution with a stride of 2, and a 1×1 convolution, as shown in the legend of Fig. 2. Also, the skip connections combine the coarse-grained, deep and high-level semantic features from the decoder with the fine-grained, shallow and low-level visual features from the encoder, which can compensate for the spatial information loss caused by consecutive strided convolution or pooling operations.

### 4. Implementation Details

#### 4.1 Training Dataset and Data Augmentation

We have collected 50+ degraded document images from the recognition and enrichment of archival documents (READ) project\(^1\) and 20+ Greek and Latin papyri documents from Google as training data, 20% of which is used as validation data.

Given a color document image, it is first cropped into image patches of size 128×128, then fed into our proposed DP-LinkNet model for training or prediction, and the output binary image patches are seamlessly stitched together to generate the resulting binary image.

Bezmaternykh et al. [41] have shown that data augmentation is crucial to provide network robustness against different types of degradation or deformation. Therefore, we have done

---

\(^1\) http://read.transkribus.eu/
ambitious data augmentation, including horizontal flipping, vertical flipping, diagonal flipping, color jittering, image shifting, and scaling.

4.2 Loss Function

In order to train the network and obtain an optimal model, this paper uses the sum of binary cross entropy (BCE) and dice coefficient loss as the loss function, which is defined as:

\[
\text{Loss}(y_{true}, \hat{y}_{pred}) = 1 - \frac{2y_{true} \hat{y}_{pred}}{y_{true} + \hat{y}_{pred}} - \left( \frac{y_{true} \log(\hat{y}_{pred}) + (1 - y_{true}) \log(1 - \hat{y}_{pred})}{\text{Dice Coefficient Loss}} \right) \text{Binary Cross Entropy Loss} (5)
\]

where \(y_{true}\) is the ground truth (GT) label, and \(\hat{y}_{pred}\) is the predicted probability of the model. The Adam optimizer is selected for parameter optimization. The initial learning rate is set to \(2 \times 10^{-4}\), and reduced by 5 for 5 times while observing the training loss gradually decreasing. The batch size is fixed to 32, and the number of epochs is set to 500, with early stop strategy to avoid overfitting.

4.3 Prediction Phase

To improve the robustness of the proposed document image binarization method, this paper employs a test time augmentation (TTA) strategy [50], which is a means of data augmentation on the test set, including horizontal flipping, vertical flipping, and diagonal flipping (equivalent to generating \(2^3 = 8\) augmented patches for each test patch). The eight predictions are then averaged to produce the final prediction map.

5. Experimental Results and Analysis

5.1 Ablation Study

Datasets: We have conducted a comprehensive ablation study to evaluate the performance of LinkNet, D-LinkNet, and our proposed DP-LinkNet. For this purpose, this study uses a relatively small dataset of historical document images, namely the diary of John R. Bickley, who was a lecturer of modern languages at the University of Pittsburgh in the mid-twentieth century. The travel diary records his trip to Europe in August 1949. The diary briefly describes the sights, restaurants, and hotels that Bickley visited in France, Spain, Switzerland, and Italy. Most of the diary is written in English, with a small portion written in French. Fig. 1(a) shows a sample of the original diary images.

Metrics: We adopt evaluation measures used in recent document image binarization competitions, including FM (F-measure), pFM (pseudo F-measure), PSNR (peak signal-to-noise ratio), NRM (negative rate metric), DRD (distance reciprocal distortion), and MPM (misclassification penalty metric). The first two metrics, namely FM and pFM, reach their best values at 1 and the worst at 0. The PSNR measures how close a binary image to the GT image, so the higher the PSNR value, the better. In contrast to the former three metrics, the binarization performance is better for lower NRM, DRD, and MPM values. Due to space limitations, we omit definitions of those evaluation measures, but readers can refer to [6, 7] for more information.

Results: Table 1 summarizes the results of this ablation study. As can be seen from the data in the table, the LinkNet, which contains only part A and D of the proposed architecture, has the worst performance among all evaluation metrics of the three models. With an additional hybrid dilated convolution module, the evaluation performance of D-LinkNet,
which contains part A, B, and D of the proposed architecture, is better than that of the LinkNet. Our proposed DP-LinkNet, with the help of the additional spatial pyramid pooling module, outperforms the other two counterparts, and there is no significant increase in the number of parameters, compared to D-LinkNet. Our experimental results suggest that the combination of HDC and SPP modules can effectively further improve the segmentation performance of deep networks.

<table>
<thead>
<tr>
<th>Architecture</th>
<th>Params</th>
<th>FM(%)</th>
<th>pFM(%)</th>
<th>PSNR(dB)</th>
<th>DRD</th>
<th>MPM(‰)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LinkNet34</td>
<td>21,642,401</td>
<td>91.65</td>
<td>92.70</td>
<td>16.83</td>
<td>1.84</td>
<td>0.52</td>
</tr>
<tr>
<td>D-LinkNet34</td>
<td>28,736,321</td>
<td>91.94</td>
<td>93.34</td>
<td>17.05</td>
<td>1.75</td>
<td>0.44</td>
</tr>
<tr>
<td>DP-LinkNet34</td>
<td>28,738,244</td>
<td>92.81</td>
<td>94.30</td>
<td>17.56</td>
<td>1.53</td>
<td>0.34</td>
</tr>
</tbody>
</table>

5.2 More Segmentation Experiments

Test Datasets: We have conducted extensive experiments to evaluate the performance of our proposed DP-LinkNet architecture. For this purpose, this study uses ten recent document image binarization competition datasets from 2009 to 2019, such as DIBCO 2009 [2], 2011 [3], 2013 [4], 2017 [5], 2019 [6] and H-DIBCO 2010 [7], 2012 [8], 2014 [9], 2016 [10], 2018 [11] benchmark datasets, covering 36 machine-printed and 90 handwritten document images as well as their corresponding ground truth images. The historical documents in these datasets are originated from the recognition and enrichment of archival documents (READ) project, which contains a variety of collections from the fifteenth to the nineteenth century. An additional 10 historical document images are from the DIBCO 2019 Iliad papyrus dataset, which reflects the diversity of literary papyri from the third century BCE to the sixth century CE, using different types of papyrus quality, inks, and handwriting styles. A total of 136 test images contain representative historical document degradation, such as severely damaged pages, ink bleed through, page stains, text stroke fading, background texture, and artifacts. Fig. 1(b)-(g) present some of the DIBCO and H-DIBCO image samples.

Performance Evaluation: In the first experiment, we have compared the proposed method with those that achieved TOP 3 performance in the annual document image binarization competition during 2009-2019. The evaluation results are listed in Table 2, and those for the TOP 3 winners of the year are copied from the corresponding competition reports, respectively. It can be seen from the table that our proposed method achieves the best performance in all the evaluation metrics by a large margin. In general terms, this indicates that our proposed method can better segment text pixels and preserve text strokes.

In the second experiment, we have further compared our proposed method with the Otsu’s global thresholding [18], Niblack’s [19], Sauvola’s [20], and Wolf’s [21] local thresholding, Jia’s SSPs [27], Bhowmik’s GiB [36], Vo’s DSN [38], Gallego’s SAE [39], Bezmaternykh’s U-Net [41], Zhao’s cGAN [42], and Peng’s attention-based [43] methods for all the 10 DIBCO and H-DIBCO testing datasets. The algorithms involved in the comparison are implemented according to the open source or executable code provided by the original authors, and the performance evaluation results are presented in Table 3.

The ranking score, used in recent DIBCO and H-DIBCO competitions, is also adopted to evaluate the overall performance of each binarization method. It is to sort the accumulated ranking values of each binarization method over all the evaluation metrics and all the testing images [9]. Let \( R(n, m) \) be the ranking value of the \( i \)th method concerning the \( n \)th image when using the \( m \)th metric, the final ranking Score for each binarization method \( i \) is given by:

\[
Score_i = \frac{\sum_{n=1}^{N} R(n, m)_{i}}{N}
\]
\[ \text{Score}_i = \sum_{n=1}^{N} \sum_{m=1}^{M} R(n, m) \]

**Table 2.** Performance evaluation results of our proposed method against the TOP 3 winners in the DIBCO or H-DIBCO annual competition (best results highlighted in bold)

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Method</th>
<th>FM(%)</th>
<th>pFM(%)</th>
<th>PSNR(dB)</th>
<th>NRM(%)</th>
<th>DRD</th>
<th>MPM(‰)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>DIBCO</strong></td>
<td>Rank 1</td>
<td>91.24</td>
<td>18.66</td>
<td>4.31</td>
<td>0.55</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Rank 2</td>
<td>90.06</td>
<td>18.23</td>
<td>4.75</td>
<td>0.89</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Rank 3</td>
<td>89.34</td>
<td>17.79</td>
<td>5.32</td>
<td>1.90</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Proposed</td>
<td>96.39</td>
<td>22.16</td>
<td>1.30</td>
<td>0.10</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>H-DIBCO</strong></td>
<td>Rank 1</td>
<td>91.50</td>
<td>93.58</td>
<td>19.78</td>
<td>5.98</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Rank 2</td>
<td>91.78</td>
<td>94.43</td>
<td>19.67</td>
<td>4.77</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Rank 3</td>
<td>97.06</td>
<td>22.95</td>
<td>1.01</td>
<td>0.11</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>DIBCO</strong></td>
<td>Rank 1</td>
<td>80.86</td>
<td>16.13</td>
<td>104.48</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Rank 2</td>
<td>85.20</td>
<td>17.16</td>
<td>21.29</td>
<td>3.18</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Rank 3</td>
<td>88.74</td>
<td>17.84</td>
<td>5.36</td>
<td>8.68</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Proposed</td>
<td>96.27</td>
<td>22.23</td>
<td>1.01</td>
<td>0.11</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>H-DIBCO</strong></td>
<td>Rank 1</td>
<td>89.47</td>
<td>90.18</td>
<td>21.80</td>
<td>3.44</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Rank 2</td>
<td>92.85</td>
<td>93.34</td>
<td>20.57</td>
<td>2.66</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Rank 3</td>
<td>91.54</td>
<td>93.30</td>
<td>20.14</td>
<td>3.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Proposed</td>
<td>96.90</td>
<td>97.62</td>
<td>23.99</td>
<td>0.84</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>DIBCO</strong></td>
<td>Rank 1</td>
<td>96.88</td>
<td>97.65</td>
<td>22.66</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Rank 2</td>
<td>96.63</td>
<td>97.46</td>
<td>22.40</td>
<td>1.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Rank 3</td>
<td>93.35</td>
<td>96.05</td>
<td>19.45</td>
<td>2.19</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Proposed</td>
<td>97.47</td>
<td>98.05</td>
<td>23.46</td>
<td>0.66</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>H-DIBCO</strong></td>
<td>Rank 1</td>
<td>87.61</td>
<td>91.28</td>
<td>18.11</td>
<td>5.21</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Rank 2</td>
<td>88.72</td>
<td>91.84</td>
<td>18.45</td>
<td>3.86</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Rank 3</td>
<td>88.47</td>
<td>91.71</td>
<td>18.29</td>
<td>3.93</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Proposed</td>
<td>96.29</td>
<td>97.03</td>
<td>23.04</td>
<td>1.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>DIBCO</strong></td>
<td>Rank 1</td>
<td>91.04</td>
<td>92.86</td>
<td>18.28</td>
<td>3.40</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Rank 2</td>
<td>89.67</td>
<td>91.03</td>
<td>17.58</td>
<td>4.35</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Rank 3</td>
<td>89.42</td>
<td>91.52</td>
<td>17.61</td>
<td>3.56</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Proposed</td>
<td>95.52</td>
<td>96.46</td>
<td>20.83</td>
<td>1.31</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>H-DIBCO</strong></td>
<td>Rank 1</td>
<td>88.34</td>
<td>90.24</td>
<td>19.11</td>
<td>4.92</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Rank 2</td>
<td>73.45</td>
<td>75.94</td>
<td>14.62</td>
<td>26.24</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Rank 3</td>
<td>70.01</td>
<td>74.68</td>
<td>13.58</td>
<td>17.45</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Proposed</td>
<td>95.99</td>
<td>96.85</td>
<td>22.71</td>
<td>1.09</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>DIBCO</strong></td>
<td>Rank 1</td>
<td>72.88</td>
<td>72.15</td>
<td>14.48</td>
<td>16.24</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Rank 2</td>
<td>71.63</td>
<td>70.78</td>
<td>14.15</td>
<td>16.71</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Rank 3</td>
<td>70.43</td>
<td>69.84</td>
<td>15.31</td>
<td>8.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Proposed</td>
<td>87.67</td>
<td>87.56</td>
<td>18.63</td>
<td>2.38</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

where \( N \) and \( M \) denote the total number of testing images and evaluation metrics, respectively. Therefore, a lower ranking score indicates that the algorithm has better overall performance.

As we can see from **Table 3**, all the evaluation metrics (FM, pFM, PSNR, and DRD) of our method achieve the best performance among all the comparative methods, and the overall performance of the proposed method is also the best based on the ranking Score scheme. This
implies that our method is robust to various types and levels of document degradation, and can preserve text strokes better.

Table 3. Performance evaluation results of our proposed method against the state-of-the-art techniques on the 10 DIBCO and H-DIBCO testing datasets (best results highlighted in bold)

<table>
<thead>
<tr>
<th>Rank</th>
<th>Method</th>
<th>FM(%)</th>
<th>pFM(%)</th>
<th>PSNR(dB)</th>
<th>DRD</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Proposed DP-LinkNet</td>
<td>95.13</td>
<td>95.80</td>
<td>22.13</td>
<td>1.19</td>
<td>1109</td>
</tr>
<tr>
<td>2</td>
<td>Bezmaternyk’s UNet</td>
<td>89.29</td>
<td>90.53</td>
<td>21.32</td>
<td>3.29</td>
<td>2341</td>
</tr>
<tr>
<td>3</td>
<td>Vo’s DSN</td>
<td>88.04</td>
<td>90.81</td>
<td>18.94</td>
<td>4.47</td>
<td>2946</td>
</tr>
<tr>
<td>4</td>
<td>Peng’s woConvCRF</td>
<td>86.09</td>
<td>87.40</td>
<td>18.99</td>
<td>4.83</td>
<td>3216</td>
</tr>
<tr>
<td>5</td>
<td>Zhao’s cGAN</td>
<td>87.45</td>
<td>88.87</td>
<td>18.81</td>
<td>5.56</td>
<td>3531</td>
</tr>
<tr>
<td>6</td>
<td>Wolf’s</td>
<td>78.67</td>
<td>82.89</td>
<td>16.28</td>
<td>7.80</td>
<td>4851</td>
</tr>
<tr>
<td>7</td>
<td>Sauvola’s</td>
<td>79.12</td>
<td>82.95</td>
<td>16.07</td>
<td>8.61</td>
<td>5281</td>
</tr>
<tr>
<td>8</td>
<td>Bhowmik’s GiB</td>
<td>83.16</td>
<td>87.72</td>
<td>16.72</td>
<td>8.82</td>
<td>5316</td>
</tr>
<tr>
<td>9</td>
<td>Gallego’s SAE</td>
<td>79.22</td>
<td>81.12</td>
<td>16.09</td>
<td>9.75</td>
<td>5910</td>
</tr>
<tr>
<td>10</td>
<td>Jia’s SSP</td>
<td>85.05</td>
<td>87.24</td>
<td>17.91</td>
<td>9.74</td>
<td>6219</td>
</tr>
<tr>
<td>11</td>
<td>Otsu’s</td>
<td>74.22</td>
<td>76.99</td>
<td>16.09</td>
<td>14.54</td>
<td>17116</td>
</tr>
<tr>
<td>12</td>
<td>Niblack’s</td>
<td>41.12</td>
<td>41.57</td>
<td>6.67</td>
<td>66.77</td>
<td>50335</td>
</tr>
</tbody>
</table>

Fig. 5, Fig. 6, and Fig. 7 present three sample images (HW1.png in DIBCO 2011, PR05.bmp in DIBCO 2013, and 12.bmp in CATEGORY2 of DIBCO 2019) and the resulting binary images generated by the selected methods involved in the comparison. It can be seen from the figures that Otsu’s and Niblack’s methods generally fail to produce reasonable results. Sauvola’s and Wolf’s methods tend to remove too many text strokes. Jia’s SSP fails to extract low-contrast text pixels, especially on recent DIBCO 2019 Iliad papyri images. Gallego’s SAE tends to produce ghost text pixels in the real background region. Compared to Bhowmik’s GiB, Zhao’s cGAN, Vo’s DSN, Peng’s attention-based and Bezmaternyk’s UNet approaches, our proposed method can better preserve text strokes and produce better visual quality.
Fig. 5. Binarization results of selected methods for HW1 in DIBCO 2011
5.3 Time Complexity

Since the execution efficiency is related to the size of the input image, the running time of each binarization algorithm is evaluated in seconds per megapixel (sec/MP). The experiments are conducted on the following hardware and software platforms. The operating system is 64-bit Ubuntu 16.04 LTS (Xenial Xerus), the CPU is AMD Ryzen5 2600 processor, the system memory is 8GB; the graphics card model is NVIDIA GeForce GTX 1060 (with 6GB of video memory), the GPU acceleration library is CUDA 9.0/CUDNN 7.3.1, and the deep learning framework is based on PyTorch.
In terms of the programming languages used in other approaches, the Otsu’s, Niblack’s, Sauvola’s, and Wolf’s methods are reproduced in MatLab scripts. Bhowmik’s GiB also uses MatLab, but is compiled into an executable format. Jia’s SSP is written in C++, and the deep learning models are all Python-based. However, the deep learning framework used by Vo’s DSN and Bezmaternykh’s U-Net is Caffe. Zhao’s cGAN uses PyTorch, while Gallego’s SAE and Peng’s attention-based techniques adopt TensorFlow. Therefore, we can only roughly evaluate the average running time of each binarization method, as illustrated in Fig. 8.

It can be seen from the bar chart that the binarization algorithms based on simple statistical features (e.g., Otsu’s, Niblack’s, Sauvola’s, and Wolf’s) are relatively less computationally intensive and have faster processing speed, but the segmentation performance is poor. Our proposed binarization method, using the TTA strategy and performing on-the-fly data augmentation in the testing phase, is much faster than most CNN-based techniques and those based on complex text stroke features. Experimental results indicate that the proposed DP-LinkNet is able to extract text features better, with fewer parameters and without deepening the network hierarchy.

<table>
<thead>
<tr>
<th>Proposed DP-LinkNet</th>
<th>2.654</th>
</tr>
</thead>
<tbody>
<tr>
<td>Peng's woConvCRF</td>
<td>10.770</td>
</tr>
<tr>
<td>Zhao's cGAN</td>
<td>0.808</td>
</tr>
<tr>
<td>Bezmaternykh's UNet</td>
<td>69.133</td>
</tr>
<tr>
<td>Gallego's SAE</td>
<td>4.347</td>
</tr>
<tr>
<td>Vo's DSN</td>
<td>6.436</td>
</tr>
<tr>
<td>Bhowmik's GiB</td>
<td>81.069</td>
</tr>
<tr>
<td>Jia's SSP</td>
<td>3.588</td>
</tr>
<tr>
<td>Wolf's</td>
<td>0.088</td>
</tr>
<tr>
<td>Sauvola's</td>
<td>0.093</td>
</tr>
<tr>
<td>Niblack's</td>
<td>0.099</td>
</tr>
<tr>
<td>Otsu's</td>
<td>0.044</td>
</tr>
</tbody>
</table>

Fig. 8. Average running time comparison in seconds per megapixel (sec/MP)

6. Conclusion

This paper presents a semantic segmentation network, named DP-LinkNet, for more accurate binarization of degraded historical document images. The improved performance is mainly attributed to its hybrid dilated convolution and spatial pyramid pooling blocks located between the encoder and the decoder. The hybrid dilated convolution expands the receptive field size, while the spatial pyramid pooling encodes the aggregated multi-scale features. Detailed spatial information is still maintained by skip connections, which combine the coarse-grained, deep, and high-level semantic features from the decoder with the fine-grained, shallow, and low-level visual features from the encoder. We have conducted extensive experiments on recent DIBCO and H-DIBCO benchmark datasets. The results show that our proposed DP-LinkNet
Appendix

Computing Receptive Fields of Convolutional Neural Networks

Consider a fully convolutional network (FCN) with $L$ layers, $l = 1, 2, \ldots, L$. Define $k_l$ and $s_l$ to denote the kernel size and stride of the $l^{th}$ layer. The dilation rate $r_l$ indicates inserting $r_l - 1$ zeros (holes) between the kernel weights or subsampling the feature map $f_l \in \mathbb{R}^{h_l \times w_l \times d_l}$ by a factor of $r_l - 1$, where $h_l$, $w_l$, and $d_l$ denote the height, width, and depth of the corresponding feature map, respectively. Therefore, the virtual kernel size $\hat{k}_l$ of $r_l$-dilated convolutions in the $l^{th}$ layer is:

$$\hat{k}_l = k_l + (r_l - 1) \times (r_l - 1) = r_l \times (k_l - 1) + 1.$$  

The receptive field size $RF_l$ corresponds to the number of features in the feature map $f_l$, which contributes to generate one feature in the final output feature map $f_L$. Note that $RF_0 = 1$.

Since each feature from $f_{l-1}$ is directly connected to $\hat{k}_{l-1}$ features from $f_l$, we obtain $RF_1$ for the first layer:

$$RF_1 = s_0 \times RF_0 - \left(s_0 - \hat{k}_0\right).$$

The first term $s_0 \times RF_0$ covers the entire region where the features come from, but it covers $s_0 - \hat{k}_0$ more features, which should be subtracted. Like this, we obtain $RF_2$ for the second layer:

$$RF_2 = s_1 \times RF_1 - \left(s_1 - \hat{k}_1\right).$$

Therefore, we get the general recursive equation:

\[
\begin{align*}
RF_l &= s_{l-1} \times RF_{l-1} - \left(s_{l-1} - \hat{k}_{l-1}\right) \\
RF_0 &= 1 \\
RF_L &= 1 + \sum_{j=1}^{L} \left(\hat{k}_j - 1\right) \prod_{i=j}^{L} s_i.
\end{align*}
\]

Readers may refer to the web page\(^\text{2}\) for more information on solving such first-order non-homogeneous recurrence relations with variable coefficients, and we finally obtain:
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