CSCE 582 Fall 2010
Final Exam
2010-12-11
Open book. No notes. Show your work for partial credit!  Be brief. 120 points total.
D-Separation in Bayesian Networks (30 points)
[Poole and Mackworth, 2010] Consider the Bayesian network structure in the figure below. Using d-separation, answer the following questions. For the first three questions, either give an unblocked path between the two variables in the question or explain why all paths between the two variables in the question are blocked. (Hint: how many paths are there between to variables in this Bayesian network?) For the first three questions, also give an informal explanation of why d-separation gives the correct result, under the assumption that the names of the variables are meaningful, e.g., Power_in _building is a binary variable that represents whether there is power in the building where Sam may be reading, etc.
(a) Can knowledge of the value of Projector_plugged_in affect your belief in the value of Sam_reading_book? 
(b) Can knowledge of Screen_lit_up affect your belief in Sam_reading_book? 
(c) Can knowledge of Projector_plugged_in affect your belief in Sam_reading_book given that you have observed a value for Screen_lit_up?
(d) Which variables could have their probabilities changed if just Lamp_works were observed?

(e) Which variables could have their probabilities changed if just Power_in_projector were observed?

[image: image1.emf]
Answer

(a) No. 

The (only) path between Projector_plugged_in and Sam_reading_book is blocked at the converging connection Power_in_wire, because there is no evidence on it or one of its descendents. 
Whether the projector is plugged in is independent of whether Sam is reading.
(b) Yes. 
The path between the two variables is not blocked, because it consists of serial connections and one diverging connection, and there is no evidence on any connections. It can affect our belief in whether there is power in the building.
(c) Yes. 
The same path as in part (a) is now unblocked, because there is evidence on Screen_lit_up, which is a descendant of the converging connection Power_in_wire.

For example, knowing that the projector is not plugged in can explain why the screen is not lit up, which would then change our belief as to whether there was power in the building (which might have been a cause the screen was not lit up).
(d) Observing that Lamp_works can affect our belief in Projector_lamp on, Screen_lit_up

and Ray_says_”screen is dark”.
(e) Observing just Power in projector can affect our belief in all variables except Light_switch_on, Lamp_works, Mirror_working and Ray_is_awake.
Building Bayesian Networks (30 points)
[Russell and Norvig, 1995]

Two astronomers, in different parts of the world, make measurements M1 and M2 of the number N of stars in some small region of the sky, using their telescopes. Normally, there is a small probability of error of up to one star. Each telescope can also (with a slightly smaller probability) be badly out of focus (events F1 and F2), in which case the astronomer will underscore the count by three or more stars. Draw a Bayesian network structure that represents this story. You will receive more points if the network is causal.

Answer:


Variable Elimination and Building Bayesian Networks (45 points)
[Poole and Mackworth, 2010]

In a nuclear research submarine, a sensor measures the temperature of the reactor core. An alarm is triggered (A = true) if the sensor reading is abnormally high (S = true), indicating an overheating of the core (C = true). The alarm and/or the sensor can be defective (S_ok = false, A_ok = false) which can cause them to malfunction. The alarm system can be modeled by the Bayesian network given below.
[image: image2.emf]
(a) Name the initial potentials (conditional probability tables) for this network. For each potential, state what it represents and what variables it is a function of.  For example, two of the tables are P(C) and P(A|S,A_ok).  Place the potential in buckets, according to the ordering <A, A_ok, S_ok, S, C>, by filling in the following table.  The conditional probability tables P(C) and P(A|S,A_ok) are already inserted.
	Variable
	Potentials

	A
	P(A|S,A_ok)

	A_ok
	

	S_ok
	

	S
	

	C
	P(C)


(b) Show how variable elimination can be used to compute the probability that the core is overheating, given the alarm does not go off, i.e., or P(c|~a), i.e., P(C = yes| a = no).
For each variable eliminated, show which variable is eliminated, which potential(s) are removed, and which potential(s) are created, including what variables each potential is a function of. Explain how the answer can be derived from the final potential.  Eliminate the variables in the order <A, A_ok, S_ok, S, C>.  The table summarizing the variable elimination process is started for you below.  The hardest step is the last one.  (When do you stop?  What is the meaning of the last potential you compute?  How do you use P(C)?)
	Variable
	Potential(s) removed
	Potential created by eliminating variable

	A
	P(A|S,A_ok)
	H1(S,A_ok)

	A_ok
	P(A_ok), H1(S,A_ok)
	

	S_ok
	
	

	S
	
	

	C
	
	


(c) Suppose we add a second, identical sensor to the system and trigger the alarm when either of the sensors reads a high temperature. The two sensors break and fail independently. Give the corresponding, extended Bayesian network structure.
Answer
(a) The initial potentials (factors) are P(C), P(S_ok), P(S | C, S ok), P(A_ok), P(A|S, A_ok), and they are placed in the table as follows.
	Variable
	Potentials

	A
	P(A|S,A_ok)

	A_ok
	P(A_ok)

	S_ok
	P(S_ok), P(S | C, S_ok)

	S
	

	C
	P(C)


(b) A is eliminated by observing.
[image: image3.emf]
[image: image4.emf]
(c) The new network is given below.

[image: image5.emf]
Influence diagrams (15 points)
[Poole and Mackworth, 2010] 
Suppose that, in an influence diagram, the decision variable Run has parents Look and See. Suppose you are using variable elimination to find an optimal strategy, and after eliminating all of the other variables, have the potential below.
[image: image6.emf]
(a) What is the resulting potential after eliminating Run? (Hint: you do not sum out Run as it is a decision variable.)
(b) What is the optimal policy for Run?
(c) Suppose that the influence diagram deals with a (robotic) agent, that Run represents “the agent should run,” Look represents “the agent looks,” and See represents “the agent sees.” State the optimal policy for Run in English. (Hint: it is a short sentence.)
Answer
[image: image7.emf]
(c) If the agent sees, it should run.
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