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A striking feature of the debates around the perceived software crisis in the 1960s and 1970s is the frank contempt expressed by some elite computer scientists for much work in the fields of programming and programming language design. The writings of computer scientist Edsger Dijkstra are a familiar source of such material: in his Turing Award lecture, he opined that “the sooner we can forget that FORTRAN ever existed the better” and likened an advocate of the PL/I language to a drug addict [1]. In a slightly more restrained register, John Backus (another Turing Award winner) used his acceptance speech to denounce existing languages as “fat and flabby” [2]. Dijkstra’s contempt for the tools of his trade easily slipped into contempt for their users. For example, he described software engineering as the “doomed discipline” whose charter is “how to program if you cannot,” and BASIC programmers as “mentally mutilated beyond hope of regeneration [3].”

Such comments often frame visions of different styles of language and approaches to programming. Backus’ critique was a prologue to a presentation of a new system of functional programming, and Dijkstra was a career-long advocate of small languages and a rigorous approach to program development. Both represent a tradition within computer science that sees programming as an unruly and uncontrollable activity that requires disciplining [4]. In the broadest terms, this tradition aims to subordinate programming to the logico-mathematical activities of axiomatization and proof. Ideally, one should program by writing a formal specification of a problem and then formally deriving code from this specification. This is a perfectly reasonable research program within computer science, of course, but also an ideal that characterizes only a tiny fragment of the programming activity that has taken place since the computer was invented.

In this essay, I argue that instead of seeing coding as subordinate to logic, both should be understood as instances of the more general activity of working with formal symbolic notations [5]. In this perspective, programming appears as an autonomous activity, and I conclude by arguing that an appreciation of this autonomy is necessary for writing an adequate history of programming.

SURPRISING DIFFICULTY OF PROGRAMMING

At the moment of the emergence of the automatic high-speed general-purpose digital computer, both Alan Turing and John von Neumann characterized programming as a new form of logic [6]. This highlighted the distinction between the parts of the machine that carried out arithmetical operations and the parts that dealt with the sequencing of those operations, often referred to as the “logical control.” The usage also appeared to situate coding within the intellectual space opened up by the development of symbolic logic in the early twentieth century. However, as computer pioneer Arthur Burks pointed out in 1950, traditional logic dealt only with declarative sentences that could be true or false, whereas machine-language programs were made up of imperatives [7]. To Burks, the relevance of logic to programming lay not in its account of validity and proof, but rather in its detailed analysis of the syntax of formal languages.

Turing and von Neumann also saw a need to develop a technique of programming, at a time when the idea that programming might be difficult came as a surprise to many [8]. The ENIAC developers recognized that new numerical methods would be needed for high-speed calculation, but they defined the sequences of operations that ENIAC should execute in a format very similar to that used by Charles Babbage and Ada Lovelace a century before [9]. In common with other workers, such as Howard Aiken’s group at Harvard, they do not seem to have considered that writing instructions for an automatic machine would be a problem. For many years, large-scale manual computation had utilized a division of
labor between those who planned the work and those who carried it out by performing simple arithmetical operations and filling in boxes in highly structured computation sheets [10]. It seemed a straightforward task to replace the latter group by the new machines.

However, when the renowned mathematician and expert calculator Douglas Hartree set up the solution to a system of differential equations on ENIAC in 1946, the machine’s response to an unexpected situation surprised him [11]. The calculation involved a variable r, which was known from its physical properties to be always positive and was stored as an integer in the range 0–99. However, at one point in the computation r unexpectedly took on the value –1. ENIAC interpreted this as the complement, 99, and continued computing with this erroneous value. Hartree, speaking only a few weeks after the event, was evidently quite shaken by it, saying: “I saw that I ought to have foreseen the possibility of this situation arising [. . .] I didn’t foresee it despite thirty years of experience in computing of various kinds [12].”

Hartree attributed this breakdown to a qualitative difference between human and machinic agency. The planners of large computations could make allowances for the familiar sorts of mistakes that a human computer might make and the checks they could be expected to carry out, but “the machine may make quite different kinds of mistakes and has not got the same experience and knowledge at hand” for resolving them. While the machine could “exercise some degree of judgment and discrimination,” the occasions for this “have all to be foreseen in the program of operating instructions furnished to the machine [13].” Hartree returned to this example in several lectures and publications over the following years and sloganized it by stressing the need for programmers to take what he called “the machine’s-eye view” when coding a problem.

History suggests that this breakdown was not unprecedented, however. Since at least the time of Leibniz, formal manipulation of symbols had been metaphorically described as a “mechanization” of thought, and computer programming was far from being the first occasion when machinic interpretation of a symbolic calculus had caused surprise [14]. In the late 1700s, for example, John Playfair described a “paradox” the fact that manipulation of the apparently meaningless symbols referring to imaginary numbers, or “impossible quantities” as they were suggestively called, could lead to results that appeared to be not only formally correct but also practically applicable. At the start of the twentieth century, the project of developing mathematical logic was shaken to its foundations by the discovery of the paradoxes that could be derived from the apparently innocent assumptions of naïve set theory and logic. A few years later, Kurt Gödel’s stunningly unexpected demonstration of the incompleteness of logical systems cast doubt on the whole enterprise of logicism [15].

On the face of it, these breakdowns are puzzling. In the 1940s, several writers described and motivated automatic computers by drawing a systematic analogy between human and machine practices of computation. Turing, for example, described the machine’s memory as the analog of “the computing paper on which the [human] computer writes down his results and his rough workings,” while the human computer would normally carry “the instructions as to what processes are to be applied […] in his head [16].” The intent behind such descriptions was to make a new technology more familiar; a side-effect was to make it seem natural that human behavior could be described in terms of the technology. But how could the formalization and automation of a familiar human practice lead to such surprises?

The situation looks rather different if we question the assumption that there is anything “natural” or “given” about human calculation. As with any other discipline of mechanization, such as factory work in the Industrial Revolution, humans must be extensively trained to carry out formal calculation, with distinct practices being developed in different fields. In mathematics, for example, formal passages of work can be checked by appealing to the meaning of derived formulas, or by computing a result in different ways. In principle, the same could be done in logic, but in practice large-scale logical proofs were rare. The logical calculi of the early twentieth century were designed with an eye to simplifying metalogical reasoning rather than facilitating proof in an interpreted calculus. There are of course exceptions—there are many proofs in Russell and Whitehead’s Principia Mathematica, and outliers like J. H. Woodger’s use of logic to formalize aspects of biological theory [17]—but overall, extended proofs in the object languages of logic were rarely carried out, and when they were, they were necessarily checked by human readers rather than machines.

In other words, “mechanical” or formal processing of symbolic systems that ignores the meaning of the symbols being manipulated is not an intrinsic characteristic of human thought, but a skill deployed by highly trained individuals in quite restricted fields of work, such as science and accountancy. Automatic digital computers executed formal processes that were orders of magnitude longer than any performed before and revealed with unforgiving clarity the ways in which computation by a real machine differed from “mechanical” computation carried out by humans. This was widely taken as evidence that computer programming would pose a new
and significant challenge, but also highlights the general observation that humans do not intuitively grasp the nature and processes of mechanical “thought.” Interestingly, a sense of the opacity of formal systems had surfaced in popular culture even before the computer. Particularly apposite here are Isaac Asimov’s early robot stories, some of which dramatized the difference between human and machinic thought and drew attention to the surprises that lurk within even quite simple formal systems. Stories such as “Runaround” explore ways in which Asimov’s famous three laws of robotics could have unexpected consequences [18]. The tension in these stories is the drama of debugging, as unpredictable or divergent robot behavior is gradually revealed to be a consequence of the interplay of an apparently simple and transparent set of rules.

**AUTONOMY OF PROGRAMMING**

The problem of working out how to adopt the “machine’s-eye view” and deliver more predictable and reliable programs was exacerbated by an assumption prominent among groups such as those developing the EDSAC and Whirlwind computers at Cambridge University and MIT: that many programs would be written not by experts, but by scientists and engineers wanting to use the powerful new machines without first undergoing an extensive period of training. This assumption addressed the fear, voiced by John Mauchly as early as 1946, that programming would become an economic bottleneck [19]. Electronic machines were so fast that for many problems the time spent computing solutions would be dwarfed by the time required for problem preparation. If the expensive new machines were to be kept busy, coding could not become the preserve of a small cadre of experts.

Von Neumann had doubts about “the ability of the computing mechanism to take our intention correctly” and, like Hartree, emphasized that programmers must “foresee where [the machine] can go astray, and prescribe in advance for all contingencies [20].” Working with Herman Goldstine, he proposed a technique that would separate the development and expression of a plan to “foresee all contingencies” from the machine-specific details of coding. The highly influential presentation given in the Planning and Coding reports introduced new notation, representing the plan as an annotated flow diagram from which, it was asserted, coding could be carried out in a routine way [21].

The planning approach, with its desire for total foresight of and control over the course of a computation, came in for criticism in the mid-1950s, as programmers began to address problems more open-ended than simple calculations, such as image recognition, theorem proving, and game playing. Early AI researchers argued for replacing explicit plans with programs that embodied “heuristics,” rules that would guide a program through a space of possible solutions to find results that could not have been foreseen by the programmer [22]. An interesting aspect of this proposal was a revaluation of the surprise latent in formal systems, now enlisted as a desirable outcome of computations enabling the discovery of solutions that would otherwise not have been obtainable [23].

Even as the planning approach was gaining momentum, however, programmers and computer designers were developing alternative strategies and articulating the field from the inside out. The idea of using subroutine libraries was particularly prominent in the late 1940s, a practice given its canonical description in a textbook written by the EDSAC group at Cambridge University [24]. The book paid lip-service to the planning ideal, stating in familiar language that in programming “every contingency must be foreseen,” but its practical recommendations were firmly centered on code, with never a flow diagram in sight. Rather than being planned, programs were to be assembled out of pre-existing subroutines, extensively tested and therefore reliable, coordinated by a relatively small main routine.

David Wheeler’s “initial orders”—which squeezed a simple translator, assembler, and loader into 41 instructions—made this ambitious idea workable. Unlike the examples in the Planning and Coding reports, Wheeler’s program fully embraced and exploited the possibilities and ambiguities opened up by the new style of coding. Certain words in memory were interpreted as numbers or instructions at different stages of execution, and the program rewrote entire instruction words, not just the address field. The initial orders could not have been adequately represented in the flow diagram notation, indicating the extent to which Goldstine and von Neumann sought to constrain the intrinsic possibilities of code in order to achieve the goals of predictability and correctness.

The tradition that began with the Planning and Coding reports represents a wager that the difficulty of programming is something specific to code, rather than a general feature of symbolic systems brought to prominence by the speed of the new machines. This tradition aims to discipline coding by wrapping it within a process-oriented methodological framework and subordinating it to a variety of diagrammatic and logico-mathematical techniques. Proponents hoped that these techniques would prove more tractable than code itself [25]. At the same time, however, developments internal to programming led to a rich body of new knowledge and technique...
that, in practice, owed little to formal logic. The opposition between these approaches remains unresolved, as recent arguments made for practices of agile software development have illustrated [26].

CONCLUSION

What implications does this have for the writing of history? Code is the hinge on which the pervasive influence of computers in the contemporary world turns, and yet the historiography of software is far less well developed than that of hardware. The place of software within the history of computing was discussed at a pivotal meeting in 2000 where delegates characterized the existing literature as being too technical and too focused on individual languages and applications [27]. They called instead for wider narratives that would set software in a range of contexts, including business and economic history and the history of engineering. The implementation of this program, however, has left some feeling that technical history has been neglected, a view memorably expressed by Donald Knuth [28]. But the idea of a sharp divide between the technical and the non-technical has been questioned by scholars for many years, and there is no reason why historians should not follow programmers and language designers through the simultaneous technical, social, and political contexts within which they operate [29].

I have argued in this essay that an influential line of thought in computer science proposes that programming can essentially be reduced to longer-established forms of symbolic work, particularly formal logic. Coupled with the prominence of the technical and the non-technical has been the disciplinary assumptions of computer science, the history of programming in the round, free from the condescension of computer scientists such as Dijkstra [34]. But until historians examine the history of programming in the round, free from the disciplinary assumptions of computer science, the broader question will remain unanswered.
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