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Abstract

This paper describes a methodology for associating, organizing, and
merging large numbers of independently developed information sources.
The hypothesis is that a multiplicity of ontology fragments, representing
the semantics of the independent sources, can be related to each other
automatically without the use of a global ontology. The methodology
has been tested by merging small, independently developed ontologies for
the domains of Humans, Buildings, and Sports. The methodology, which
reinforces common parts of the component ontologies and deemphasizes
unique parts, produces a consensus ontology.

1 Introduction

A search for information will typically uncover a large number of independently
developed information sources—some relevant and some irrelevant. A common
theme for refining searches is the creation, use, and manipulation of ontologies
for describing both requirements and sources [3]. Unfortunately, ontologies are
not a panacea unless everyone adheres to the same one, and no one has yet
constructed an ontology that is comprehensive enough—even given ongoing at-
tempts to create one such as [1, 6] and the Cyc Project [7], underway since
1984). Moreover, even if one did exist, it probably would not be adhered to,
considering the dynamic and eclectic nature of the Web and other information
sources.

This paper describes a methodology for merging and, therefore, relating
small, independently developed ontologies automatically without the use of a
global ontology. It is assumed that the sites have been annotated with ontolo-
gies [9]—a representation consistent with several visions for the Semantic Web
[2, 5]. The domains of the sites must be similar—else there would be no in-
teresting relationships among them—but they will undoubtedly have dissimilar
ontologies, because they will have been annotated independently.

2 Experimental Methodology and Results

To assess the methodology, we asked each student in a group of 54 computer sci-
ence graduate students to construct a small ontology for the domain of Humans-
People-Persons. A second group of 28 students constructed small ontologies for
the Buildings domain, and a third group of 25 students developed ontologies for
the Sports domain. The ontologies were written in OWL [4] and contained at
least 8 classes organized with at least 4 levels of subclasses; a sample ontology
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Figure 1: A typical small ontology used to characterize an information source
about people (all links denote subclasses)

is shown in Figure 1. In this and all other figures the directed link is from
superclass to subclass.

We merge the files in each of the three domains using the syntactic and
semantic information available in the component ontologies. The syntactic in-
formation is derived from the names of the nodes, for which we employ various
string-matching techniques including detection of plural endings. The semantic
information includes the meaning of the subclass link in the ontologies, prefixes
that indicate antonyms, and evolving sets of synonyms for matching nodes.
The synsets, which are used to track the progress of merging and to monitor
correctness, are seeded from WordNet [8].

Our system merges the component files one-at-a-time into a resultant merged
file. For each node in the resultant file, we maintain a reinforcement value,
which indicates how many times the node is matched as ontologies are merged.
We also maintain reinforcement values for class-subclass links. The original
work reported in [10] was dependent on the ontology sequencing; the work
reported herein uses an algorithm that is commutative with respect the ordering
of component ontologies.

The enhanced algorithm also identifies and removes circularities in the merged
ontologies, enforces disjoint-class definitions that are specified in the component
ontologies, and identifies noun “classifiers,” such as Apartment in Apartment-
Building to determine subclass relationships. The identification of noun-noun
pairs is not straightforward if there is no space, hyphen, or case change between
the nouns. For noun-classifier identification, we use the heuristic of matching
the shorter node name (Building—the candidate superclass) with the ending of
the longer string (ApartmentBuilding—the candidate subclass).

In the Humans-People-Persons domain, the component ontologies described
864 classes, while the merged ontology shown in Figure 2 contained 389 classes
in a single graph with a root node of the OWL concept owl:Thing. All of the
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Figure 2: A portion of the ontology formed by merging 54 independently con-
structed ontologies for the domain Humans/People/Persons. The entire ontol-
ogy has 389 concepts related by 696 subclass links.

concepts were related, i.e., there was some relationship (path) between any pair
of the merged concepts.

Next, we constructed a consensus ontology by eliminating weakly reinforced
nodes and links. In filtering the merged file, we sorted the links by their re-
inforcement values and found that, for the most part, the strongly reinforced
nodes were associated with strongly reinforced links. This finding, while not
surprising, makes constructing a consensus ontology more efficient.

We considered removing from our merged ontologies all transitive closure
class-subclass links, and reinforcing the remaining links. For example, if A has
subclass B, and B has subclass C, then it appears needless to assert explicitly
that A has subclass C. However, this approach can introduce results that clearly
violate a consensus view. In Figure 3, Humans has subclass Female with rein-
forcement 13, Female has subclass Women with reinforcement 2, and the direct
subclass link from Humans to Women has reinforcement 6. Removing the direct
link and reinforcing the remaining links would give the Female–Women link a
reinforcement value of 8—much stronger than the consensus view indicates. Our
conclusion was to abandon this procedure and leave link reinforcement values
unchanged.

The consensus ontology for the domain of Humans consists of 20 classes
related by 25 subclass links (see Figure 3). The class Humans and its matching
classes appeared 53 times (one of the 54 students used the term Sapiens(Man),
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which failed to match the other nodes). The subclass link from Mammals (and
its matches) to Humans (and its matches) appeared 10 times. In this figure, all
nodes are reinforced at least 5 times and all links, except as noted, reinforced at
least 3 times. The weakly reinforced link Female–Women could be omitted but
illustrates the transitive closure considerations. Results for the Building and
Sports domains are similar, but are not shown.
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Figure 3: The consensus ontology for the Humans domain formed by merging
concepts with common subclasses and superclasses from 54 component ontolo-
gies. The resultant ontology contains 20 concepts related by 25 subclass links.

3 Discussion, Limitations, and Conclusions

A consensus ontology is perhaps the most useful organization for information
retrieval by humans, because it represents the way most people view the world
and its information. For example, if most people wrongly believe that crocodiles
are a kind of mammal, then most people would find it easier to locate infor-
mation about crocodiles if it were placed in a mammals grouping, rather than
where it factually belonged.

Our results could be useful in the following scenario: suppose a user, in-
terested in a comparison of the conductivity of aluminum versus copper wire,
initiates a simple search on the term conductor. A recent GoogleTM search for
conductor returned a ranked list of 1,980,000 Web pages, some of which concern
orchestra and railroad conductors. Our methodology could be used to construct
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a merged ontology from the small ontologies associated with each of the first
100 or so pages. The merged ontology, centered on the term conductor and re-
vealing the three mostly disjoint sub-ontologies for its three word senses, would
be presented to the user, as shown in Figure 4. Based on this, the user could
select a node to retrieve a page, or iterate by selecting a node from which to
initiate a refined search.

 Conductor 

Electrical 
conductor 

Railroad 
conductor 

Orchestra 
conductor 

Semiconductor 

Metallic 
conductor 

Aluminum Silver 

Copper 
 

Figure 4: A merged ontology refines the domain concepts needed by users to
satisfy their requests.

Although promising, our experiments and analysis so far are preliminary and
ongoing. We used the following simplifications:

• We did not make use of properties of the classes, as would a complete
implementation of subsumption.

• Our string-matching algorithm did not use a thorough morphological anal-
ysis to separate the root word from its prefixes and suffixes. We do,
however, handle singular and plural noun forms in most cases, and dis-
criminate between obvious antonym pairs.

• Noun classifiers were detected by a string-matching heuristic. Breaks in
compound nouns need to be identified in a more principled way, such has
a blank space, hyphen, or case change. Unfortunately our data sets did
not adhere to a uniform convention for compound noun representation.

• We used only subclass-superclass information, and have not yet made use
of other important relationships, notably partOf.

We are addressing some of these limitations in our continuing research.
Moreover, our hypothesis, that a multiplicity of ontology fragments can be re-
lated automatically without the use of a global ontology, appears correct, but
our investigation is continuing.
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The technology developed by our research would yield an organization of the
received information, with the semantics of each document reconciled. This is
a key enabling technology for knowledge-management systems. The technique
could be applied off-line by search engines, thereby providing ontologies that do
not exist today for refining queries.

Our premise is that it is easier to develop small ontologies, whether or not
a global one is available, and that these can be automatically and ex post facto
related. We are determining the efficacy of local annotation for Web sources, as
well as the ability to perform reconciliation qualified by measures of semantic
distance. The results of our effort will be (1) software components for semantic
reconciliation, and (2) a scientific understanding of automated semantic recon-
ciliation among disparate information sources.
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