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Abstract

This paper introduces a new definition of resource-bounded Baire category in the style of Lutz. This
definition gives an almost-all/almost-none theory of various complexity classes. The meagerness/comeagerness
of many more classes can be resolved in the new definition than in previous definitions. For example, almost
no sets in EXP are EXP-complete, and NP is PF-meager unless NP = EXP. It is also seen under the
new definition that no rec-random set can be (recursively) tt-reducible to any PF-generic set. We weaken our
definition by putting arbitrary bounds on the length of extension strategies, obtaining a spectrum of different
theories of Baire Category that includes Lutz’s original definition.

1 Introduction

Both Lebesgue measure and Baire category provide useful and differing notions of “smallness” for a set of reals.!
In Lebesgue measure, the small sets are those with measure zero (null sets). In Baire category, the small sets
are those of first category (meager sets). Both notions of smallness satisfy the following basic properties (see
[Oxt80]):

1. All countable sets are small.

2. Any subset of a small set is small.

3. The countable union of small sets is small.
4. The complement of a small set is dense.

We say that a subset of 2“ is ‘large’ if its complement is small. An element A € 2 is ‘typical’ with respect to a
countable collection T' of large subsets of 2* if A € NI'. By properties 3 and 4 above, the elements of 2 typical
for any fixed countable I' comprise a dense subset of 2“. In Lebesgue measure, typical elements of 2“ are called
‘random’; in Baire category, they are called ‘generic’.

In a series of seminal papers, Lutz [Lut87, Lut92, Lut90] has introduced resource-bounded versions of both
measure and category, then studied the notions of typicality that result. The chief advantage of all these ideas
is that subrecursive complexity classes have a nontrivial “almost-all” structure, even though they are countable,
and one can then study the typical properties of sets within a given complexity class. Lutz has concentrated
mostly on the measure theoretic side; in the present paper, we are interested in the category side.

In [Fen91], we made improvements to Lutz’s definition of resource-bounded category, with an eye toward
pseudogeneric oracle results. We strengthened Lutz’s notion and gave a more general characterization in terms
of resource-bounded Banach-Mazur games. Banach-Mazur games are a particularly nice way to reason about
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1'We identify reals with elements of 2, the set of all infinite binary sequences.



category without having to use the burdensome notation of the original definition. The proofs in [Fen91], however,
used a somewhat complicated formalism, and our definitions still did not provide the strongest possible notion of
resource-bounded category.

In the present paper, we give a simpler and much more powerful definition of resource-bounded category, and
prove a number of properties to be meager or comeager under this new definition—properties whose status with
the old definition was either unknown or neither meager nor comeager. We also show that the new definition
has all the desirable characteristics of Lutz’s old definition. In Section 4 we show just how powerful this new
definition is by giving a simple and complete characterization of PF-meagerness for all X9 classes that are closed
under finite variations. For example, we show that either NP = EXP or NP is PF-meager.

We also look at the new notion of genericity that arises from our definition, showing that no rec-random set is
(recursively) truth-table reducible to any PF-generic set. We next define length-bounded category. The length
bounds give a whole unified spectrum of notions of category of varying strengths. This spectrum includes Lutz’s
original definition on one end, and ours on the other. We present various known facts about the spectrum in
Figure 5.

2 Definitions and Notation

We let w be the set {0,1,2,...} of natural numbers. We set ¥ = {0, 1} and let 2<“ be the set of all finite strings
of 0’s and 1’s (binary sirings). We will interpret a binary string in two ways: (1) as a natural number via the
usual dyadic representation, and (2) as a partial function w — ¥ whose domain is a finite initial segment of w.
We use A to denote the empty string. For A4, B C w, we write A A B for the symmetric difference of A and B.

We use 2“ to denote the set of infinite sequences of 0’s and 1’s, which we identify both with total functions
w — ¥ and with subsets of w in the usual way. Unless otherwise specified, we use X,Y, Z,... to denote subsets
of 2, A, B,C, ... to denote subsets of w (elements of 2¢), lower case Roman letters to denote natural numbers,
and lower case Greek letters to denote (binary) strings.

Let o be a string. We let |o| denote the length of o, i.e., the cardinality of domain(c). If f € 2<¥ U 2¥, we
write 0 < f to mean that f extends o (o is a prefix of f), and we write 0 < f tomean ¢ < fand o # f. If 7
is a string, then ¢"r denotes the concatenation of o followed by 7. (The same holds for numbers via the dyadic
representation.) We say o and 7 are compatible if either 0 < 7 or 7 < 0. We will also sometimes have occasion
to use a string o as an oracle, in which case we interpret o as the set {z | o(z) |= 1}.

We can further identify a string o with the ‘interval’ C, u {A € 2¥ | 0 < A}. The collection of all the C,
form a basis for the Cantor topology on 2¥. A set X C 2“ is dense if every string has an extension in X i.e.,

(Vre2<¥)(FAe X) < A.

Note that this is the usual definition of density under the Cantor topology.
We fix a standard pairing function (-,-):2<% x 2<% — 2<% that is a bijection computable and invertible in
polynomial time. All our functions will have one argument, but we will often write f(z,y) for f({z,y)). If fisa

function with domain 2<“ and k is a natural number, we define f(z) u (0%, z)) for all z € 2<¥.
Finally, for a,b € w we let @ = b denote max(0,a — b).

2.1 Finite Extension Strategies

The central concept in the study of resource-bounded category is that of a finite extension strategy.

Definition 2.1 A finite extension strategy is a total function h:2<% — 2<% such that o < h(c) for all o € 2<%,
A string T meets h if there is a o € 2<% such that h(c) <X 7. If A € 2, we say that A meets h if some T < A
meets h. The set A avoids h if A does not meet h.

For brevity, we will use the word ‘strategy’ to refer to a finite extension strategy. The following definitions are
adapted from classical point-set topology.



Definition 2.2 A set X C 2“ is nowhere dense if there exists a strategy h such that for all o € 2<%, h(c) £ A
for all A € X. That is, X is nowhere dense if and only if there is a single strategy that is avoided by every element
of X.

Definition 2.3 A set X C 2“ is meager (or of first category) if X is contained in a countable union of nowhere
dense sets. Equivalently, X is meager if and only if there is a countable family hg, h1, hy, ... of strategies such
that every A € X avoids one or more of the h;’s.

2.2 Encodings of Strings

We are interested in resource-bounded versions of these notions. We can do this by restricting the resources
allowed by a Turing machine to compute finite extension strategies. We must consider, however, the mechanism
the machine actually uses to compute the strategy. Lutz [Lut87, Lut90] considered an obvious one: given a
string as input, the extension is simply written explicitly on the output tape. Lutz’s definition leads to an
elegant theory having a number of desirable properties (given below), which lend weight to the thesis that it is a
legitimate analogue to classical Baire category; the most important of these properties is that certain complexity
classes (although countable) are not meager in a resource-bounded sense, and thus have a nontrivial almost-all
structure. Lutz’s definition is weak, however. For example, a polynomial time bounded strategy on input ¢ can
only produce an extension whose length is as most a polynomial in |o|. Viewing strings as initial segments of
oracles, under this scheme we will not in general be able to extend the oracle far enough to diagonalize against
a polynomial-time oracle machine. Thus we will not be able to show, for instance, that P # NP relative to the
typical exponential-time set, and indeed this is not the case under Lutz’s definitions [Fen91].

In [Fen91] we partially addressed this problem by suggesting an alternate scheme for encoding the outputs
of machines computing strategies. There, it was shown that under the alternate scheme, one did have enough
power to perform the diagonalizations above. Furthermore, the definition of resource-bounded category given by
the new scheme retained all the desirable properties of Lutz’s original scheme, making it a strictly stronger and
equally legitimate theory. The encoding scheme in [Fen91] still falls short of the best possible, however. Moreover,
instead of strings, we needed to work with functions with arbitrary finite domain—slightly more awkward and
confusing than strings. In the present paper we remedy these problems. We define a mechanism for computing
total strategies that is optimal in the sense that it is at least as powerful as any “sensible” polynomial-time scheme
for decoding outputs, and it retains all of the desirable properties of Lutz’s original definition. Furthermore, it
will no longer be necessary to deal with arbitrary finite functions, so we can return the emphasis simply to strings.

To define our new notions, we will take a completely different approach than the one taken in [Lut87] or
[Fen91]. There, a machine is given an input string ¢ and outputs some encoding of a string 7 > o. The string
7 can be recovered via some fixed decoding algorithm applied to the machine’s output. In [Lut87], the machine
outputs 7 unencoded, so the decoding algorithm is the identity function. In [Fen91], the machine outputs a list of
pairs of the form (z, ) where £ € w — domain(c) and b € X; the extension 7 (now a finite function not necessarily
a string) is the minimum extension of ¢ such that 7(z) |= b for all pairs (z, b) on the list. Our present approach
is to consider 7 as a function to be computed one bit at a time, i.e., the machine now takes as inputs both ¢ and
a number 7 in unary and outputs 7(n) (or L if 7(n)1).

Consider the strategy, “given a string o, extend with Ackerman(|o|) many zeros.” Such a strategy is natural
and may be very useful for some types of diagonalizations, but has no hope of being computable in polynomial
time if one had to write down the entire output. In fact, none of the encoding schemes described in [Fen91] allow
for such a strategy in polynomial time, either. Nevertheless, the key property of this strategy, which will make
it legitimate under our definition of polynomial-time category, is that for any o, the extension—though possibly
quite long—is easy to compute locally. That is, if 7 is the extension and 7 is any natural number, then the value
of 7(n)—0, 1, or undefined—can be computed quickly (time polynomial in |o| + n). This method for computing
extensions will allow us to use strategies which are at least as powerful as any we could define via a fixed decoding
algorithm. Furthermore, we will show that the theory resulting from this approach preserves all the desirable
properties of resource-bounded category.

We now make our notions precise. For the rest of the paper we let | be some fixed integer other than 0 or 1
(two, for concreteness).



Definition 2.4 Let h be a strategy and f:2<% — 2<% a total function. The function f locally computes h if,
forallc € 2<% and n € w,
ay | T(n) ift(n)],
f(o,0%) = { L otherwise,

where 7 & h(c). Given f we can in turn denote the strategy h by fLC.

Note that the string o is given to f in its entirety unencoded, and n is in unary. Note also that we cannot in
general effectively enumerate all local strategy computations in some given complexity class. This will concern
us later when we define resource-bounded genericity.

2.3 Function Classes
Definition 2.5 Define

w L {f|fiw—w}
arith 2 {f € w” | f is definable in first-order
Peano arithmetic}
rec & {f € w” | f is recursive}
PF £ DTIMEF (poly),

We are primarily interested in the classes above, although our basic results also hold for all function classes
closed under a certain natural type of functional tt-reduction.

Definition 2.6 Let f and g be total functions. We say that f is polynomial-time functionally truth-table
reducible to g (fgffg) if there exist PF functions Q(z) and D(z,y) such that, for all z € 2<%,

f(z) = D(=, 9(q1)#9(q2)# - - -#9(qm)),
where

Q(z) = ai#tq:# - - #qm.
We call the pair (Q, D) a pftt-reduction.

In the rest of the paper, unless stated otherwise, we will assume that A is any nonempty function class closed
under pftt-reductions. All the classes of Definition 2.5 are easily seen to be closed under pftt-reductions.

2.4 A-Category
We will now define meagerness with respect to A, and describe its basic properties in Section 3.
Definition 2.7 A set X C 2“ is A-meager if there is a function h € A such that
e for all i € w, h; locally computes a strategy, and
e for every A € X, there exists a k € w such that A avoids hi‘c.
A set X is A-comeager if 2* — X is A-meager.

Note that if A = w*, then Definition 2.7 coincides with Definition 2.3. Also, if A = rec, then Definition 2.7
coincides with earlier definitions of rec-category [Lut87, Lut90, Fen91]. We now define resource-bounded genericity
for countable classes A.

Definition 2.8 Let A be a countable function class. A set G € 2 is A-generic if G is an element of every
A-comeager set (equivalently, the singleton {G} is not A-meager).

The arith-generic sets are exactly what are typically called ‘generic sets’ (see [Joc80]). The rec-generic sets
turn out to be exactly the weakly 1-generic sets defined by Kurtz in [Kur83] (see [Fen91]). All 1-generic sets
[Joc80] are weakly 1-generic, but not vice versa.



3 Basic Properties of A-Meager Sets

In this section we present the properties of A-meager sets which make them analogous to those of classical meager
sets mentioned in the introduction (Theorems 3.3 and 3.4). The point of this section is that our new notion of
category retains all the desirable properties of Lutz’s original definition [Lut87, Lut90]. Therefore, the results in
this section generally follow Lutz with some occasional alterations.

For any function class A, we first define a corresponding language class R(A), an arena in which the A-bounded
version of the Baire category theorem holds. We next show that our definition of A-category can be characterized
entirely in terms of resource-bounded winning strategies in a Banach-Mazur game. Finally, we discuss A-generic
sets, where we will find it useful to place restrictions on our definition of category. In doing so, we introduce a
wide, unified spectrum of different notions of resource-bounded category, where Lutz’s notion is at one end, and
ours is at the other.

3.1 Resource-Bounded Baire Category
Theorem

A constructor is a function § € A such that for all binary strings o, §(c) = o’b, for some b € {0,1}. Given a
binary string ¢, define R,(§) to be the unique element of 2* extending 6*(¢) for all ¢ € w. Define R(8) to be Rj(6),
and let

R(A) U {R(6) | 6 € A is a constructor}.
Notice that for all ¢, ¢ < R,(6) and that
{R,(6) | 6§ € A is a constructor} = R(§) N C,.

Lemma 3.1 (Lutz [Lut87, Lut92])

1. R(w¥) = 2“.

2. R(arith) = {A Cw | A4 is arithmetic}.

3. R(rec) = {A Cw | A is recursive}.

4. R(PF) = E = DTIME(2'inear),
Definition 3.2 ([Lut87, Lut92])

e A subset X C R(A) is A-countable if there is a function § € A such that &y is a constructor for each k € w
and X C{R(6;) | k € w}.

e A A-union of A-meager sets is a subset X C 2* such that X = |J
witnesses the A-meagerness of X; for each +.

X; and there is an h € A such that h;

TEw

Part 3 of the next theorem is an adaptation of Lemma 3.11 in [Lut90] to locally computable strategies.
Theorem 3.3 Let A be a function class closed under pftt-reductions.

1. All A-countable sets are A-meager.

2. All subsets of a A-meager set are A-meager.

3. The A-union of A-meager sets is A-meager.



Proof Sketch:

1. Let X C R(A) be A-countable as witnessed by the function § € A (so §; is a constructor for all 7). Let h
be a function such that for all i € w and o € 2<%,

hi€(0) = 0" [1 ~ [&i(o)](|o])]

It is easy to see that hgff&, and so it follows that A € A. Also, R(&;) avoids hZC for all i € w. Thus X is
A-meager as witnessed by h.

2. Immediate by the definition.

3. Let X = ;. X; and h € A such that X; is A-meager witnessed by h; for all 2 € w. Define g so that

9(i.4) () = hi((07, z))

for all ¢, j, z € w. Clearly, g € A, and g,Ic‘C is a strategy for all k. Given A € X, choose 7o such that 4 € X, .
Then X, is A-meager via h;,, so there is a jo such that 4 avoids hZLD(];D = g(I;S].D). Thus g witnesses that X
is A-meager.

1Ew

O

We now present the resource-bounded version of the Baire category theorem. Theorem 3.4 again adapts
Theorem 3.12 in [Lut90] to locally computable strategies. Theorem 3.4 is particularly important, saying that
even strategies locally computable in A are still not powerful enough to make R(A) A-meager. Since locally
computable strategies can be much more powerful than ones that must be globally computed as in previous settings
[Lut87, Fen91], Theorem 3.4 is a considerable strengthening of Theorem 3.12 in [Lut87] and of Theorem 3.4 in
[Fen91].

Theorem 3.4 Let A be closed under pftt-reductions. If X C 2% is A-meager, then R(A) — X is dense.
Proof: Given h € A witnessing that X is A-meager, we describe a constructor § € A such that for any initial
binary string ¢, R,(§) ¢ X. For this, it suffices to build § so that R,(§) meets all of A5C, AMC ALC . .| that is,

for every n € w there exists a binary string o such that h¥°(c) < R,(6§). The constructor § is computed by the
following algorithm, which uses delayed diagonalization:

1. Given as input a binary string ¢ of length £, compute

. n<ft &
ng < min

n (Va < o) hkC(a) £ o
(hC is the next strategy that R(§) must meet.)

2. If no such ng exists, return o"0.

3. Otherwise, find the shortest prefix 7 < o such that o < hkuc(r) (Since o < hkoc(o), 7 must exist.)

4. Return o°b where b2 Pno(T, 04). (We have b € {0, 1} since o < A5S(7).)

The preceding algorithm can be formulated as a pftt-reduction to A. The important thing to note is that, although
the strings hL'C(a) may be quite long in their entirety, one only needs to compute them locally on the first £+ 1
arguments. Thus the algorithm only needs a table of values for h,(c, 0?) for all n,j < £ and all @ < o, and runs

in polynomial time given such a table. Therefore 5§ftfh, and hence § € A. A straightforward induction argument
shows that R,(6) meets all the hLC. DO

Lemma 3.5 (Lutz [Lut87]) If X is A-meager, and A C A’, then X is A'-meager.



Proof: Immediate by Definition 2.7. O

3.2 Resource-Bounded Banach-Mazur
Games

Meager sets can be alternatively defined in terms of winning strategies of Banach-Mazur games (see [Oxt80]). An
effective version of the Banach-Mazur game was introduced by Lisagor in 1979 (see [Lut90]). Lutz [Lut87, Lut90]
showed that if A is one of the space-bounded classes, then A-meager sets can likewise be characterized in terms
of Banach-Mazur games where the second player must follow a strategy computable in A. The equivalence was
subsequently extended to the time-bounded classes [Fen91]. Here, we prove that our current notion of resource-
bounded category also admits a Banach-Mazur game characterization for all our classes A. Thus resource-bounded
category and resource-bounded Banach-Mazur games are equivalent for all of the classes (and notions) we have
encountered. Banach-Mazur games are extremely useful in studying resource-bounded category because they
allow us to work with single strategies rather than uniform families of them.
The following definitions are adapted from [Lut87] and [Lut90].

Definition 3.6 ([Lut90])

e A play of a Banach-Mazur game is an ordered pair (f,g) of finite extension strategies such that o < g(o)
for every o € 2<%,

e The result R(f,g) of the play (f, g) is the unique element of 2* that extends (g o f)*(}) for all i € w.

If X C 2 and Ap, Aqp are function classes, then G[X; Aj, App] is the Banach-Mazur game with distinguished
set X, where Player I must choose a finite extension strategy of the form f“C for some f € A, and Player II
must choose a finite extension strategy of the form gUC for some g € Ay. Player I wins the play (f-C, g%°)
if R(fLC,gLC) € X; Player II wins otherwise. A winning strategy for Player II is a strategy ¢g“C with g € Ay
such that Player II wins (fYC, g"C) for every f € Ar such that fUC is a strategy. For more intuition about
resource-bounded Banach-Mazur games, see [Fen91] for example.

As in [Fen91], we prove a result stronger than Theorem 4.3 of [Lut90] (also Theorem 2 of [Lut87]) by allowing
our requirements to be satisfied slowly.

Theorem 3.7 Let A be closed under pftt-reductions, and let X be a subset of 2“. The following are equivalent:
1. Player II has a winning strategy for G[X;w", A].

2. X is A-meager.

Proof: (1 —> 2): The classical form of this implication (where A = w") was first proved by Banach in a
different setting (see [Oxt80, pages 27-30]). The proof here uses the essential ideas of Theorem 2 in [Lut87],
adapted to handle locally computed strategies. Assume g € A and ¢~ is a winning strategy for Player II. We
define h as follows: for all k € w and all o € 2<% of length £, let

hi(0,0") £ g(o', 0™)
for all n € w, where &’ & 570k ~L, 1t follows immediately that
hi€(o) = g“(o").

Clearly, hgg’fg so h € A. Suppose A € 2“ meets hi‘c for all k. We show that A ¢ X, which implies that X is
A-meager as witnessed by h. To do this, it suffices to show that for every o < A there is a 8 such that

a=B=g¢"(B) < A



For if this is the case, then Player I has a strategy f“C to ensure that R(fLC, gLC) = A: given «, Player I simply
extends to a corresponding B3, which always forces Player II to extend to a prefix of A. If A € X, then ¢~€ would
not be a winning strategy for Player II, so it follows that A ¢ X.

Given a < A, we find 3 as follows: Let & g |ee]. We know that A meets hg, which implies that thereisaoc < A4
of length £ such that
o' 2 g"(0") = BY(0) < 4,

where again we set o’ 4 5°0F~. Since || = k < |o'|, and both « and ¢’ are extended by A, it must be that
a < o'. We can then take 8 to be o’.

(2 = 1): Suppose X is A-meager as witnessed by h € A, that is, for every A € X there exists 2 € w such that
A avoids h-C. We define a g € A such that g“C is a winning strategy for Player II in the game G[X;w*, A]. For
this, it suffices to ensure that for any strategy fC, R(fLC, g"C) meets all the ALC, and hence R(fLC,¢%C) ¢ X.
It is no problem to force R(fLC, g C) to meet any given hLC just by letting g simulate h; at some turn of the
play. The only problem is knowing which h; to simulate at each turn, in order to simulate all of them eventually.

The function g is computed in a fashion similar to the the constructor § in the proof of Theorem 3.4. Given
an input o € 2<% and j € w we define g(o, 07) as follows:

1. Compute

no — min | ¥ S o] &
°T T [ (vr = 0)[RRC(r) 2 0]
(h5C is the next strategy we must simulate.)
2. If no such ng exists, return o(j) if j < |o|; 0 if § = |o|; and L otherwise.

3. If ng exists, return h,, (070, 04).

The function g is in A for similar reasons as in Theorem 3.4. A simple induction shows that if 7 is the state of
the game after Player II’s ith move, then T meets the strategies ALC, ..., h'C regardless of Player Is strategy
fLC. Thus R(fYC, g¥C) meets all the ALC. O

4 Results about PF-category

Our main theorem of this section, Theorem 4.1, shows that our definition of unrestricted PF-category is exceed-
ingly strong. The categorical “size” of many classes can be characterized trivially. This motivates the study of
length-bounded PF-category, and we also present facts about various length bounds.

Theorem 4.1 Suppose X C 2¥ is a £9 class. If there is a set A € E such that A’ ¢ X for all A’ with A’ A A
finite, then X is PF-meager.

Proof: Let X be a XJ class, and let A € E be as in the statement of the theorem. There is an oracle machine
M that is total for all oracles, such that

X ={B | (3=z)(Vy)M”(2,y) = 0}.

By standard tricks, we can assume without loss of generality that M runs in polynomial time. In the Banach-
Mazur game on X, Player II extends its input by computing A locally until it “notices” that

(Vz < n)(Jy) M (z,y) # 0,

where n is the length of Player II’s input, and 7 is Player II’s extension so far. Player II can run in polynomial
time, and will always eventually stop extending. More formally, the function f € PF is computed for all o and
n > |o| as follows:



1. Compute the unique 7 = o of length n such that 7(z) = A(z) for all z € domain(7) — domain(o).

2. Compute M7 (z,y) for all z < log |o| and y < logn. Since z and y are so small, we may assume that all of
M’s queries are in the domain of 7. (This is the only reason why we use log’s.)

3. If (Ve < log |o|)(Fy < logn) M7 (z,y) # 0, then output L. Otherwise, output A(n).

It is easy to show that fYC is a strategy, for if f“C extends o infinitely, then the result is a finite variant of 4, and
hence not in X. Therefore, there is a prefix 7 of fXC’s extension such that (Vz < log |o|)(Jy < log |7|) M (z,y) # 0,
in which case fY“C should not have extended past 7—contradiction. Now let B be the result of any game where
Player II uses fY“C. If z is arbitrary, then on the first turn for Player II where the state of the game is of length
at least 2° + 1, Player II will extend to ensure that there is a y such that MZ(z,y) # 0. This guarantees that
B¢gX. O

Corollary 4.2 If X is a X3 class and closed under finite variations, then
X is PF-meager <— E ¢ X.
Note that all recursively presentable classes are XJ.
Corollary 4.3 If NP # EXP, then NP is PF-meager.

The upper (lower) r-cone of a set A is the class of all languages to which A reduces (reducible to A4) via the
reducibility 7.

Corollary 4.4 Let A be any set. The lower <%.-cone of A is PF-meager if and only if A is not <%,-hard for E.
The upper <}.-cone of A is PF-meager if and only if A ¢ P. The same holds for <%, -cones.

Corollary 4.5 The complete <!.-degree for EXP is PF-meager.

4.1 PF-Generic Sets

Lemma 4.6 Let A be a countable class closed under pftt-reductions. A set G € 2 is A-generic if and only if G
meets every strategy h'C for h € A.

Proof: Suppose h € A and hLC is a strategy avoided by G. Then letting f((z,y)) u h(y), we see that f € A
and G avoids fC for all i € w. Thus, {G} is A-meager as witnessed by f, so G is not A-generic. Conversely, if
{G} is A-meager as witnessed by f € A, then by definition there is an i such that G avoids the strategy f-C,
and furthermore, f; € A. O

We may take Lemma 4.6 as an alternative definition of A-genericity. It was shown in [Fen91], using the older
definition of globally computed strategies, that resource-bounded generic sets exist in subrecursive complexity
classes. More precisely, it was shown there that if a function class A’ contains a universal function for A, then
A-generic sets exist in R(A’). This is not the case under the present definitions, however, owing to the enormous
power of locally computed strategies and the fact that they are not enumerable in any uniform recursive way. In
fact, we have the following:

Proposition 4.7 If G is PF-generic, then G is immune (hence not recursively enumerable).

In the next section, we weaken and “uniformize” our notions of A-genericity so that the statement above
regarding A-generic sets existing in R(A’) will again be true.



Proof of Proposition 4.7: Suppose G is PF-generic. G must be an infinite set, since it meets every strategy
s of the form, “given o, extend with k ones.” Suppose there is an infinite r.e. subset 4 C G. Then there is a
function f € PF with range(f) = A. We use f to define a strategy that G avoids. Intuitively, given o we build an
extension 7 by continually extending o with zeros until we notice that A(n) = 1 for some n such that 7(n) = 0.
At this point we know that 7 £ G, since G(n) = 1. More formally, define

o(n) if n<|o|, else

yi ) g LA, fmI0

{|U|:|U|+ 1,...,m— 1}: 0:
1 otherwise.

h(c, 0"

Clearly, h € PF. Moreover, hC defines a strategy: since G is infinite, there must exist a least ng for which an
element appears in {f(0),..., f(no)} N {|o|,...,n0 — 1}, and since this set can only increase in size with n, we
have h(c,0") = L for all n > ng. Finally, h“C(c) £ G for all o, so G avoids hL'C, contradicting the fact that G is
PF-generic. 0O

Remark: Since w — G is also PF-generic, G is bi-immune and thus cannot be co-r.e., either. Note also that
these results hold for G A-generic for any class A that we are considering. On the other hand, for all A C rec,
since all A-generic sets are weakly 1-generic (equivalently, rec-generic), there are A-generic sets recursive in any
nonrecursive 1.e. set (a result due to R. A. Shore; see [Kur83]).

Actually, an easy modification of the above proof shows that G must be hyperimmune. This fact has curious
implications. Kurtz [Kur83] showed that the rec-generic (unbounded Turing) degrees are exactly the hyperimmune
degrees. It follows that the degrees of rec-generic sets and PF-generic sets are the same. Indeed, for A C rec,
the degrees of A-generic sets are independent of A; they are exactly the hyperimmune degrees. This shows,
among other things, that Kurtz’s argument that all rec-generic sets are hyperimmune does not require difficult
local computations. Finally, although the degrees are always the same, the actual classes of A-generic sets do
in general depend upon the choice of A. If A’ contains a universal function for A, then one can construct a
A-generic set that is not A’-generic. This construction does require difficult local computations.

Our final result of this section draws a connection between measure and category—actually rec-measure/random-
ness and PF-category/genericity. It’s proof is basically an effective version of the classical theorem stating that
for any continuous f:2* — 2, there is a comeager subset of 2“ whose image under f has measure 0. Note that
the reduction in the theorem is any (recursive) truth-table reduction.

Theorem 4.8 Let f be any tt-reduction. There exists a PF-comeager set X such that
trec({B | (34 € X)B<4 A via f} = 0.

Corollary 4.9 If R is rec-random and G is PF-generic, then R 44 G.

Proof of Theorem 4.8: For definitions and discussion of resource-bounded measure via martingales, we refer
the reader to Lutz [Lut92]. Fix a tt-reduction f. For any A, let f(A) be the unique set tt-reducible to A4 via f.
We will describe a finite-extension strategy g for Player II in a Banach-Mazur game, and a recursive Martingale d
such that g ensures that d always succeeds on f(R), where R is the result of any play of the game. The strategy
g will be locally computable in PF.

Terminology: if o and 7 are strings, say that 7 commits o if, for all z € domain(c), o(z) is the value computed
by f from some sequence extending 7, and the use of f’s computation is entirely within domain(r). That is, T
is enough of the oracle to compute o via f. We say that A commits o if o is a prefix of f(A4). The weight of a
string 7 is the position of the rightmost 1 in 7 (reading from left to right, the leftmost bit being at position 1).
If 7 is all zeros, then 7 has weight 0. If an infinite sequence B has finitely many ones, then its weight is defined
similarly.
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Given a string 7, ¢(7) will be equal to 7 extended with a large number of zeros, the exact number to be
determined later. The idea of the construction of g and d is that d is looking to “bet” on a string committed by
a finite set (i.e., an infinite sequence with finitely many ones). The job of g is to throw in enough zeros into the
sequence so that it looks finite “enough” so that d’s bets pay off.

Set d(A) = 1. For any string o, the value of d(c"0) will always be either %d(a), d(o), or %d(o), and so the same
goes for d(c"1). The martingale d(o) is looking to bet on the extension of o committed by a string 7 with lowest
weight.

For o € 2<% and b € X, the (recursive) algorithm for d(c"b) is as follows:

1. See if there is a string 7 committing ¢"0 with weight not exceeding |o|. If there is, find one of lowest possible
weight wo. If not, set wo = |o| + 1.

2. See if there is a string 7 committing ¢"1 with weight not exceeding |o|. If there is, find one of lowest possible
weight w;. If not, set w; = |o| + 1.

3. If wg = wi, then set d(o"b) = d(s) (no bet). Else, if wg < w; then bet on 670 by setting d(c"b) = (% —b)d(o).
Else, bet on ¢°1 by setting d(c"b) = (% + b)d(o).

The strategy g is locally computed by a function A € PF. On input 7 and 0™ with n > |7|, h runs for
n steps. It starts computing d(vo), d(v1),d(v2), ..., where vg,v1,ve,... are the longest strings committed by
f(7), f(1°0), f(7700), ..., respectively. If, within n steps, an ¢ is found such that d(v;) > |7|, then h outputs L;
otherwise, h outputs 0.

Intuitively, 7 represents the state of a Banach-Mazur game just after Player I has moved. The strategy g(7)
extends with zeros, stopping when it finds an 7 such that d(v;) > |7|. The extension is thus 7°0¢ for some ¢.

Clearly, if g(7) always extends finitely, then it is a valid strategy, and d always succeeds on the sequence

produced by the game. Thus all that remains to be shown is that g(7) extends finitely. Let 4 & 0= and let B
be the infinite sequence extending all the v,, i.e., B = f(A4).

Claim 1 There is a finite prefix v < B such that, for any prefix 3 < B extending v, d(8) bets on a prefix of B.

[The finiteness of g(7) follows from the claim: since v is extended by some v;, d will bet correctly from v;
onwards and its assets will increase geometrically, so g(7) “waits” until it sees that d’s assets exceed |7| on some
prefix vx < B, then it extends further with additional zeros, if needed, to commit vy.]

We now prove the claim. Let w be the weight of A (same as the weight of 7). Let v initially be some arbitrary
prefix of B. The martingale d(v) bets on at most one of two possible extensions of v. The only way that d(v)
would not bet on the prefix of B would be if the other extension were committed by some string n with weight
< w. In this case, we update v by properly extending it to be any longer prefix of B. If d(v) still fails to bet on
a prefix of B, then this failure is witnessed by another string of weight not exceeding w, incompatible with n. If
this happens, we extend v further, and so on. The number of times that d(v) can fail to bet correctly in this way
is therefore bounded by the maximum number of pairwise incompatible strings of weight < w. Since this number
is finite, there is a v beyond which d always bets on a prefix of B.

This ends the proof of Theorem 4.8. O

Remark: There is an alternate way of defining resource-bounded genericity that does not use our notion of
resource-bounded category. This type of genericity, defined and studied in [ASFH87, ASN'T94|, appears to have
properties markedly different from our notion above. In particular, it can be shown [Fen95] that there are
rec-generic sets (even aw2-generic sets [Fen94]) that are not n°-generic, for any ¢ > 1, and vice versa.

Other researchers have also investigated resource-bounded category and genericity in slightly different settings
[B6t94, Fos90, Fos93, Yam93].
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5 Length-Bounded A-Category

We can bring resource-bounded generic sets back down into subrecursive classes by taking a somewhat weaker
definition of category. In the definitions below, when we say that a function f is time-constructible we mean that
f(z) can be computed in time polynomial in f(z). It is well-known that every recursive function is majorized by
a time-constructible function. We will always assume below that (Vn)f(n) > n for such functions f.

Definition 5.1 Let f be a time-constructible function. A strategy s is f-bounded if

s(o)| < f(lo)
for all but finitely many o € 2<%,

Definition 5.2 Let f be any time-constructible function. A set X C 2“ is A/j-meager if X is A-meager
witnessed by a function h € A such that hZC is f-bounded for all i € w. A set G € 2° is A/j-generic if {G} is
not A/j-meager.

Definition 5.2 gives us a uniform scheme for defining an infinite variety of interesting and different notions
of resource-bounded category—one for each choice of f. In particular, Lutz’s original definition fits quite nicely
into this scheme. The proofs of Theorems 3.3, 3.4, and 3.7 can be modified easily to yield similar results about
A/s-meager and A/-generic sets.

The following proposition, whose proof we omit, asserts the robustness of A/;-category by showing that it can
be defined in different ways.

Proposition 5.3 Let f be a time-constructible function. The following are equivalent:
1. X is A/s-meager.
2. X is A-meager witnessed by an h € A such that |hC(c)| < f(|o|) for all but finitely many pairs (i, ).
3. Player II has an f-bounded winning strategy in the game G[X;w", A].

4. Player II has a winning strategy s in the game G[X;w"¥, A], such that |s(c)| < f(|o|) for all o € 2<%,

It should be noted that if A C rec, then X is A-meager if and only if X is A/j-meager for some time-
constructible f. Thus we lose nothing if we forget about A-category altogether and only study A/j-category.
The length bounds we impose do make a difference, however, regarding A-genericity. They give us resource-
bounded generic sets in subrecursive complexity classes, in contrast to Proposition 4.7. One can show, for
instance, PF/;-generics exist in EXP for any time-constructible f. See Theorem 6.2 of [Lut92] for a similar
statement about ‘PF-random’ sets.

It is easily seen that PF/ . y-category (i.e., polynomial-length extensions) is identical to Lutz’s original defi-
nition of PF-category [Lut87, Lut90].

The table of Figure 5 describes some known facts regarding length-bounded PF-category, for various length
bounds f (the columns). For each property, “meager” or “generic” always means PF/;-meager or PF/;-generic,
for the various f. A set A is weakly complete for E if A € E and its lower <P -cone under is not PF-meager
(or does not have PF-measure 0, depending on the context). Lutz [Lut94] constructed an incomplete, weakly
complete set for E in the context of PF-measure. Ambos-Spies, Terwijn, and Zheng [ASTZ] improved Lutz’s
result by showing that the weakly complete sets have measure 1 in E. Joseph, Pruim, and Young [JPY94]
constructed an incomplete, weakly complete set for E in the context of PF/pq1y-category. Inversely, Corollary 4.4
above says that there are no incomplete, weakly complete sets for E in the context of (unbounded) PF-category.

5.1 Games with One-Bit Strategies

There is another game characterization of the A/j-meager sets, due to Pruim [Pru95], in terms of what we call
the f-bounded 1-bit game. The characterization holds in the case where A has the following additional closure
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‘ f H poly ‘ gpolylog ‘ 92Pol B e ‘ unbounded

EXP-complete <'.-degree is meager no no yes yes
NP # EXP — (NP is meager) ? (oracle dep.) | ? (oracle dep.) | ? (oracle dep.) yes
generics in EXP yes yes yes no
incomplete, weakly complete sets for E yes [JPY94] ? ? no
E-weakly-complete is comeager in E ? ? ? no
{A | P4 = NP*} is meager no [Fen91] no yes yes

Figure 1: Some known facts about PF/;-category.

property: for every characteristic (0/1-valued) function f € A, the function fog is also in A, where g is defined
inductively as follows:

g(z, ) = =z
g(m,Oi‘H) = g(m,Oi)“f(g(m,Oi)).

Notice that all of the A we are considering are “closed under iterations” in this sense.

In the f-bounded one-bit game G [X;w", A], each player’s turn consists of a sequence of consecutive moves.
Each move is determined by following a strategy as before, but since we are allowed multiple moves per turn, we
may restrict each move to extending the input by one bit. Thus, strategies for one-bit games are strategies which
are only allowed to extend their input by one bit. Player I is allowed any strategy and may make any number of
moves per turn, as long as he eventually ends his turn. Player II must use a strategy from A and always makes
exactly f(n) moves per turn, where n is the length of the string describing the game at the end of Player I's
previous turn.

There are two main differences between the games G;[X; w*, A] and G[X;w"”, A/¢]. In the game G;[X;w®, A],
Player II has easy access to all of the previous bits played during the current turn, but does not know when the
turn began. In G[X;w", A/y], it is the other way around; Player II now knows when the turn began, but must
calculate the zth bit of his move based solely on the status of the game at the start of the turn. Pruim points
out, however, that the apparent disadvantages of each game over the other are easily overcome. Player II in
G¢[X;w“, A] can look back at the portion of the game played so far (including the moves already made on the
current turn) and find an appropriate portion on which to imitate the strategy from the other game, and do
this in such a way that neighboring bits are decided in a consistent manner. Conversely, if A is closed under
iterations, then Player I in G[X;w*,A/¢] can simply simulate ¢ moves of Player II in G¢[X;w*, A] and output
the appropriate bit.

6 Open Problems

We would like the resolve the remaining question marks in Figure 5. We would especially like to see in which
contexts the results about weakly complete sets break down.
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