
Announcement

Homework #5 has been posted in Blackboard and course 
website

Due: 2:20pm, Monday, April 8



Today’s Agenda 

• Image Compression

• Image Segmentation 



Paper Reading Presentation

Strength:

• Nice introduction of background and related work

• Visual aids for better illustration

Weakness

- Missing reference 

- Missing conclusion & critical comments

- Too many words in slides



Arithmetic Coding  -- Nonblock Code 

• Used in JBIG, JBIG2, JPEG2000, and MPEG4

• Non-block: the whole message is encoded into a single code word (real value in 

[0, 1]) 

Any number in the 

range can be used



Arithmetic Coding

Decoding

•  final value

•  probabilities of the input symbols

Two decoding methods:

• Straightforward decoding



Arithmetic Coding

Decoding

•  final value

•  probabilities of the input symbols

Two decoding methods:

• Straightforward decoding

• An efficient method

Step0:

Repeat:

 step1: find symbol       satisfying

 step2: 

Until:         is the end symbol

0vvt =

ts )()( ttt supvslow 

ts
)(

)(
1

t

tt
t

sp

slowv
v

−
=+



Arithmetic Coding

Require an end-of-message indicator

Potential issues:

• Decoding starts when all the message is received

• Sensitive to the noise during transmission

• Limited by the precision – solved by scaling



Run-Length Encoding (RLE)

• Eliminate spatial redundancy – groups of identical symbols

• Used in CCITT, JPEG, and fax machines

Encoded Mode: two bytes

# of consecutive pixels, the color index

Absolute Mode: two bytes

    0, conditional signals 



Run-Length Encoding (RLE)

• Effective on binary images (black and white)

• Not effective on natural images - increase the file size if 

there are few runs of identical symbols

• Combine with other variable-length coding

C=0.98 C=1.35 C=128



Motion Compensation

Eliminate temporal redundancy 

• Step1 : Capture differences between a reference frame and the target 

frame

• Step2 : Model the difference in terms of transformation function

• Step3 : Video/image sequences are synthesized by the reference 

frame according to the estimate transformation

 



Motion Compensation

Eliminate temporal redundancy 

• Step1 : Capture differences between a reference frame and the target frame

• Step2 : Model the difference in terms of transformation function

• Step3 : Video/image sequences are synthesized by the reference frame 

according to the estimate transformation

Global motion compensation

• Few parameters; no partition; 

• Static objects; not applicable for moving objects

Local motion compensation 

• Block motion compensation

• Overlapped block motion compensation 



Reading Assignments

Other methods covered in Chapter 8.2



Image Processing → Image Analysis

Image acquisition

Image enhancement

Image compression

Image segmentation

Object recognition

Scene understanding

Semantics

Image processing

Image analysis
(Computer vision, Pattern 

recognition, etc.)

Image in, image out

Image in, 

attributes out



Image Segmentation

Microsoft multiclass segmentation data set

nRRRR ,...,, subregions into  partitions that processA 21



Image Segmentation – Applications

Object localization

Object recognition

Specially important for medical imaging



Brief Review of Connectivity

• Path from p to q: a sequence of distinct pixels with coordinates

Starting point p ending point q

• p and q are connected: if there is a path from p to q in S

• Connected component: all the pixels in S connected to p

• Connected set: S has only one connected component

• R is a region if R is a connected set

• Ri and Rj are adjacent if               is a connected set

adjacent

ji RR 



Image Segmentation 

jiji

i

ji

i

n

i

i

RRFALSERRQ

TRUERQ

jiRR

,...,ni,R

RR

 and  regionsadjacent for  )(  (e)

)(  (d)

,  (c)

1set connecteda  is   (b)

  (a)
1

=

=

=

=

=
=





Two categories based on intensity properties:

•  Discontinuity – edge-based algorithms

•  Similarity – region-based algorithms

ራ
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Q is a criterion



Edge-based and Region-based Segmentation



Point, Line and Edge Detection

Segmentation based on detecting sharp, local changes in intensity

• Edge pixels: pixels at which the intensity changes abruptly

• Edges: sets of connected edge pixels

• Edge detectors: methods to detect edges

• Line (roof edges): edge segments in which the intensity on either 
side of the line is either higher or lower than the intensity of line 
pixels

• isolated point: a line with one-pixel length



Background
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Some Observations

1. First-order derivatives generally produce thicker edges

2. Second-order derivatives have a stronger response to fine 
details, such as thin lines, isolated points, and noise

3. Second-order derivatives produce a double-edge response at 
step transitions in intensity

4. The sign of the second-order derivative can be used to 
determine whether a transition into an edge is from light to dark 
or dark to light

Implementation by filtering



Detection of Isolated Points
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Line Detections by Laplacian

The line detection is 

insensitive to the 

direction



Line Detections In Specified Directions



An Example



Edge Models



Derivatives – Idea Cases

Observation:

Conclusion
• The magnitude of first derivative -- the presence of an edge

• The sign of  second derivative -- the intensity transition direction

• double edge

• zero crossing – the center of ramp



But, In Practice …

1. Image Smoothing

2. Detecting edge points

3. Edge localization

original 1st order 2nd order



Basic Edge Detection

First-order derivative:

Gradient 
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Masks for Calculating the Gradient (2x2)

Gradient in vertical/horizontal direction

Gradient in diagonal direction



Masks for Calculating the Gradient (3x3)

Gradient in vertical/horizontal Gradient in diagonal

Sobel operator performs edge detection and smoothing simultaneously.



An Example

x

y



An Example – Cont.

Angle information is employed in Canny edge detector and other 

feature representation, such as Histogram of Orientation (HOG).



An Example – Cont.



An Example – Cont.

Edge detection in diagonal directions.

45 degree -45 degree



Combining the Gradient with Thresholding

Smoothed input



Summary on Simple Edge Detectors

-First-order derivative

- Roberts (2x2)

- Prewitt (3x3)

- Sobel (3x3, smooth + difference)

- Issues:

- Thicker edge

- One operator for one edge direction

-Second-order derivative

- Laplacian (3x3)

- Issues:

- Double edge

- Zero-crossing

-Common issues:

- Sensitive to image noise

- Cannot deal with the scale change of the image 
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