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Abstract—With the emergence of Voice over IP and
other real-time business applications, there is a growing
demand for an IP network with high service availability.
Unfortunately, in today’s Internet, transient failures occur
frequently due to faulty interfaces, router crashes, etc., and
current IP networks lack the resiliency needed to provide
high availability. To enhance availability, we proposed
failure inferencing based fast rerouting(FIFR) approach
that exploits the existence of a forwarding table per line-
card, for lookup efficiency in current routers, to provide
fast rerouting similar to MPLS, while adhering to the
destination-based forwarding paradigm. In our previous
work, we have shown that the FIFR approach can deal
with single link failures. In this paper, we extend the
FIFR approach to ensure loop-free packet delivery in
case of single router failures also, thus mitigating the
impact of many scenarios of failures. We demonstrate
that the proposed approach not only provides high service
availability but also incurs minimal routing overhead.

advertisements of internal link state changes can cause a
large churn of external routes due hot-potato routing
often employed in the Internet [6]. To avoid global link
state updates, local rerouting schemes were proposed [3],
[4], but they impose certain restrictions on the network
topology and/or require major modifications to link state
generation, propagation, and processing mechanisms.
MPLS based approaches [5] handle transient failures by
leveragingexplicit routing for fast rerouting However,
deployment of MPLS necessitates changing the forward-
ing plane of traditional routers to perform label swapping
instead of conventional destination-based forwarding.
We proposed [7] afailure inferencing based fast
rerouting (FIFR) approach for ensuring high service
availability without altering the forwarding paradigm of
the Internet. There are three key ideas that underpin

the FIFR approachiocal rerouting interface-specific
forwarding andfailure inferencing Under FIFR, when a
link fails, adjacent nodsuppresseglobal advertisement
Due to the popularity of the Internet, it is increasinglyand instead initiatekcal reroutingof packets that were
being used for various mission-critical applications anth be forwarded through the failed link. Though other
services such as Voice over IP, VPNs, Banking, Caflodes are not explicitly notified of the failure, thizfer
Centers and Multimedia Conferencing. Therefore, therefrom packet'sflight. When a packet arrives at a node
is a growing demand for IP networks witfive-nines through anunusualinterface (through which it would
availability (99.999% uptime). Unfortunatelyfailures never arrive had there been no failure), corresponding
occur frequently due to various causes such as faufpgtential link failures can be inferred and the next hop
interfaces, router crashes, routine maintenance, and elesen to avoid those links. Theseterface-specific
cidental fiber cuts, even in well-managed and welforwarding tables can bgrecomputedsince inferences
provisioned networks [1]. A study on characterizatiombout link failures can be made advance Thus under
of failures in an IP backbone [1] found that around 20%IFR, when a link fails, only nodes adjacent to it
of the failures are due to planned maintenance and madoeally reroute packets to the affected destinations and
than 85% of the unplanned failures affect only a singlall other nodes simply forward packets according to their
link or share a single router. Moreover, a majority oprecomputed interface-specific forwarding tables without
these failures ar&ransient 46% last less than a minute relying on network-wide link-state advertisements.
and 86% last less than ten minutes. Hence, effective FIFR has several attractive features. It improves ser-
handling of transient individual link and node failurewice availability without jeopardizing routing stability
is key to ensuring high service availability. as it handles transient failures locally and notifies only
There have been several proposals [2]-[5] for mitigapersistent failures globally. More importantly it requires
ing the impact of link failures on network performanceminimal changes to the control plane of the Internet. The
A recipe suggested in [2] recommends accelerating tbaly change needed to the existing routing framework
convergence of link state routing protocols by finefor deploying FIFR is that traditional Dijkstra’s Shortest
tuning several parameters associated with link failuf@ath First algorithm for computing interface-independent
detection, link state dissemination and routing table resuting table has to be replaced by an algorithm for
computation. Such remedies run the risk of introducingpmputing interface-dependent forwarding tables. The
instability in the network, particularly when frequent~IFR approach (referred to as FIFRpresented in [7]
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Fig. 1. Interface-specific forwarding table entries at nadsorresponding to destination node

however has a limitation. It can deal with any single link

failures but can cause forwarding loops when multiple
links fail simultaneously due to events such as a node
(router) failure. In this paper, we address that limitation

by extending the FIFR approach (referred to as RfR

to handle node failures in addition to link failures.

Our contributions in this paper are as follows. We Fig. 2. Topology used for illustration of FIFR
prove that when a single node fails, FIfFRforwards
a packet along a loop-free path to its destination if there TABLE |
exists a path without the failed node. It also guarantees NOTATION
that when a single linkk—wv fails, a packet to destination
d that arrives at: is locally rerouted tal if there exists a % set of all nodes
path fromu to d that does not include. In the event of a £ set of all edges
single link failure, by treating it as a node failure, FIFR g graph Y,£)
may forward a packet along a longer path than FIFR Ce cost of edge
However, we show that path lengsitretch(w.r.t. global Fi, set of next hops from—+ to d.
optimal routing) due to local rerouting under FIFRs K, key nodes fromj—i to d.
comparable to that under FIERIn other words, FIFR TJ-U SPT ofi without nodeu
inherits all the nice features of FIRRand yet protects Vl(h T)  vertices in subtree below in tree T
against more scenarios of failures. We describe RIFR P(k,T) parents of nodé in tree 7
in detail and evaluate its performance in the following. N(k,T) next hops tok from root of T
RE(X) next hops from: to d with nodesX’
Il. FIFRy FORHANDLING NODE FAILURES Pd(X)  shortest path froni to d with nodes.X'.
We use an example to illustrate the operation of | S+(P) ~ subpath from: toy of the pathp.
C(P) cost of the pathP

FIFRy and contrast it with that of FIFR Consider the
topology shown in Fig. 2, where each link is labeled
with its weight. Assume that a packet is being forwarded
from source node to destination nodé. Suppose link what happens under FIRRas shown in Fig. 1(c). Thus
2-5 is down. Without FIFR, conventional forwarding isunder FIFRy, when nodé5 is down, packets from to
interface-independent as shown in Fig. 1(a). So if nodetraverse the path—2—1—4—6.
2 recomputes its entries while others are not notified of We now present an algorithm for computing interface-
the failure or still in the process of recomputing theispecific forwarding tables for handling node failures.
entries, then packets frorh to 6 get forwarded back We make several assumptions here. We assume a for-
and forth between nodek and 2. On the other hand, warding table per each interface, i.e., each line-card
under FIFR,, when a packet destined to no@earrives serves one interface. Also, all the links in the network
at nodel from node2, nodel caninfer that link 2—5 are assumed to be point-to-point and bidirectional with
must have failed and forward it to no@eas in Fig. 1(b). equal weight in both directions, which is generally true
Now suppose nodg in Fig. 2 failed. Under FIFR, a for the backbone networks. We also assume that whole
packet from nodé to node6 gets caught in a forwarding network forms a single OSPF area and hence each node
loop 1—-2—1—-3—1—2—1---. This is because FIFR has complete link state information. Finally, we prepare
infers link failures and these inferences are made for single node failures, i.e., we assume that at most
advance, not accumulated on the fly. Instead, nodan a single node failure is suppressed in the network. By
infer that node5 (and all its adjacent links not just link preparing for single node failures, FIlkRcan handle
2-5) failed and forward it to nodel, when a packet all planned maintenance and unplanned single link/node
to destination6 arrives at nodel from node2. This is failures, i.e.,88.6% of all types of failures [1].



The computation of forwarding table entries of amvard to compute the forwarding tables. L”éf_,i denote
interface involves identifying a set dey nodesvhose the set of next hops té for packets arriving at through
failure causes a packet to arrive at the node through thieé interface associated with neighborThis entry can
interface. We denote by:?ﬂ-, the set of nodes which be computed after excluding the nod@ﬁi, i.e.,}";gi =
when down cause packets with destinatibto arrive at R¢(V \ £¢,;). For nodel and destinatiors in Fig. 2,
nodei from node;j. When dealing with single suppressedhe key nodes ar&’§ ;, = {5},K$ ; = 0,K$.; = 0.

node failures, a node is includedin V¢, only if both  The corresponding forwarding table entries are shown in

j—i

of the following conditions are satisfied: Fig. 1(d). Note that the entries in Fig. 1(c) (FIFR/1)
1) with u, j is a next hop fromi to d. are different from these (FIFR v2) due to the reverse
2) without u, edgej—i is along a shortest path fromshortest path condition for key nodes. This condition
an upstream (w.r.tP¢(V)) node ofu to d. yields more efficient computation of forwarding tables

In other words, key nodes are those nodes whose failiethe expense of slight increase in path length for some

makes a packet arrive at a node alongrtherse shortest node pairs. For example, the path frarto 6 is the same

path from that node to the destination. in both, but the path frorfi to 6 is 3—1—4—6 in v1 and
The KEYNODESorocedure for computation of key3—1—2—1—4—6 in v2. On the other hand, the entries

nodes of the interfacg—i is shown in Algorithm 1. of v2 can be computed more efficientlyd(|€|log? |V|)

The notation used here and the rest of the paper is giviime using an algorithm based on incremental SPF [8].

in Table I. SPF procedure (not shown here) used by

KEYNODES®rocedure returns a shortest path tree (SPT) |||, L oor-FREE FORWARDING UNDERFIFRy

rooted at the requested nodeiven the set of vertices

V and edges’. KEYNODESnitially sets K¢, to ) for

each destinatiod and it remaing), if ; is not a next hop

We now prove that with key nodes and forwarding
tables computed as described abawken no more than
from i to d without any failures. The condition in ling ]E)ne ?Ode le.luretls sudpprt:[:"sse:'aFRév guartz;n';eef[ IOOP;
checks ifj is a next hop from to any destination. The ree lorwarding 1o a destination 1t a path to it exists

Suppose a packet with destinatidrarrives at a node

set of nodes for whicly is a next hop from is empt X . . .
when j itself is reacth through soFr)ne other neiggbopjrough the interface associated with the neighbor node
/. It is clear that when no failure is suppressed, the

Essentially after line, the set)’ contains all the nodes 7* . X . :
for which j is a usualnext hop fromi. The set of key forwarding path fromi to d under FIFRy is no different

nodes may be non-empty only for the nodesiih A from the usual shortest path. In the following, we first
node v is added to sekd _ if shortest paths fromu show thatd is still reachable from even if we remove

(the parent ofv in tree 7;)]?8 d pass through — link all the key nodele;L%. We then prove that all the nodes
when v is down. To check this, the shortest path tret long the path from to d choose the next hops such

7,7 rooted at node: without the nodev is built using T_t no Imkl_'ff t;?;/erse% twu(:je n tlrcuz same direction.
SPF (line 9). The condition in linel0 tests to see if . —cmma i Ay # 0 andv € K7 ;, v is common

packets to any destination arriveiatrom j when node to aIIPthef.sh;rte;t ;::jatfhs' fromtfcwkd in g[jath. d
v is down. The set of destinations for whi¢hs not a roof: By the definition of key nodes;, € R (V).

usual next hop fromy but becomes a next hop WithoutSupposeu is not common to all the shortest paths from

L oy o i to d, i.e.,j has a shorter path @withoutv. Then, we
v is given byV (i, 7,7%) A V. For all such destinations, / J ~ 4 M
v is included in their set of key nodes (liné$—12). haveC(PF(V)) = C(Pj(V\ {v})), where PF(V \ {v})

does not contain the link—i. SinceC(PI(V\ {v}) >

Alg 1 : KEYNODES(j—) C(PL(V)) > C(P(V)), we haveC(PH(V \ {v})) >
1 forall de Vv do _C(Pj‘-i(V\ {v})), which is a contradiction. Therefore,
2 K, <0 is common to all the shortest paths frgirto d. [ |
3: 7; <= SPF(i,V,€) Theorem 1:Given IC;?_M- # () , there exists a path
4. if j ¢ N(j,7:) then fromitodin G\ K%,

5 return K, f- I d h is th

6 V' < V(jT) Proof: Assumev_l,vg € IC]-_,Z-_, wherev; is the
7. for all ve V\ {i,j} do upstream node ofi; in P¢(V). Sincev, € KY_,,
8 wu<«P(vT;) there exists a patﬁ?jl(v \ {v2}) (containingj—i) in
9:  7,7" <= SPF(u, V\ {v}, E(V\ {v})) G\ {v2}. We show that; ¢ SHP?(V \ {v})). Oth-

10: if j—i € 7,77 then . . o1 (d v\ £ vy
1 for all d'e V(i, T,*) AV’ do erwise, we have: i (57" (P;(V\ {v2}))) = C(P*(V\
12: Ké ;<= KL, U{v} {v2})) = C(P]*(V)) = C(S]*(P{(V))), ie., ¢j—i +
13: return Ky C(S (PIV A\ {v2}))) = c(S; (P4(V))) sincew; is

on the upstream of, in P{(V); i) C(S{*(PL(V))) =
Once the key nodes are determined, it is straightfor; ; + C(S;" (Pf(v))), SO ¢y + C(S;* (Pf(v))) <



C(S] (PH(V \ {v2}))), since pathS;*(P{(V)) is the
shortest path froni to v; in G. Combining i and ii, we
getc,_; < 0 (sincec,; = ¢;—), which is a contradiction.
Thereforep; ¢ S¢(P¢(V\{v2})) and there exists a path
fromitodin G\ {vy,v2}. Similarly, we can prove that
a path fromi to d exists inG \ K¢_,. [ ]
Lemma 2:1f K¢, # 0, andv is the closest tal
among node«’? ;, thenP(V\ K7 ;) = PL(V\ {v}).
Proof: Since there can be only one sugcin IC?_,Z-
(by Lemma 1), for any,. € IC;LZ., v, iS on the upstream
of v. Suppose, € K¢_; andv, is in P¢(V\{v}). As v,
is noti or j, the pathS? (P (V\{v})) does not contain
i or j. Sincev, ¢ lc;lﬂ., andwv, is on the upstream of Case i) Suppose is the closest node to the destination
v, we haveS!"(P4(V \ {v})) = S/"(P¢(V)), where d among the nodes iiC! _,. By Lemma 2,7?@ Y\
Sir(P4(V)) does not contain linkj—i. So there is Ki—.) = P, (V\{u}), soPg (V\ {u}) contains the
a shortest patWDJd(V \ {v}) = S (P}i(v \ {o}) + link p—¢q. By Lemma 4, noda: should be the closest

Fig. 3. A node failure scenario

St (P&(e(V \ {v}))) from j to d excluding link j—i.
This contradicts that € IC;LI». So, for anyv, € IC;Li,

v is not in P4V \ {v}). That is PI(V \ {v}) =
PI(V\K9_,). Sincei is the next hop ofj in G\ {v},

PV {v}) =PIV \KI,). u
Lemma 3:1f K¢, # 0, v € KY_,;, andu is the

closest upstream node to on PZ(V), then PL(V \
{v}) = S{PIV\ {v}).

Proof: By the definition of key nodes; € R% (V).
SinceP4(V\ {v}) contains the linkj—, the path from
itodin PL(V\ {v}) is the shortest path fromto d in

node tod among the nodes iﬁgw. So by Lemma 2,
SHPIV\KL ) = SHPHV \{u})) = SHPLV\
{u})) = PI(V\KL,,). Hence, no loop is possible since
both ¢ and ¢ forward consistently along the same path.
Case ii) According to case i, a packet destined dor
will be forwarded tag throughS{ (PE(V\KE _,)). Since
PLV) = PLV\ {f}), it will be forwarded fromg to d
throughPZ(V\{f}). Clearly, the concatenation of paths
SHPHV\KL_,)) andPL(V\{f}) won't cause a loop.
Case iii) Suppose is the first adjacent node of
visited by the packet froms to d. We show that the

G\ {v} by the optimal substructure of the shortest pattpacket will not visita, again. SincePy (V) containsf,

Thus PA(V\ {v}) = SHPLV\ {v}). m

Lemma 4:Let v be the closest node i among the
nodes ink¢ . for any two neighborg andq. Then for
any link j—i on PAV\KZ_ ), if K4, #0, v is also
the closest node td among the nodes iiC;Li.

Proof: By Lemma 2P/ (V\KZ_,,) = PL(V\{v}).

Sincej—i is in P(V\ {v}), andK?_; # 0, PH(V) is
a subpath ofPi(V), v € KI_,.

nodewv, (v. # v) which is the closest node W among

it also containsa;(i € {1,2,...,n}). When the packet
is forwarded toa;, it will send the packet through the
pathPd (V\{f}). We prove that: (@PZ (V\ {f}) does
not containag; and (b) there does not exist a nog®n
P2 (V\{f}) such thatP](V) contains linkag—f.

Case iii.a) Suppos®Z (V\{f}) containsay, then the
shortest path from, to g in G\{ f} is S2° (P (W{f1}))+

Suppose there exists aSgO(Pgo (\{f})). We know that the shortest path fram

to a; is 831 (P4(V)). SinceS2i (P (V)) does not contain

the nodes irkC¢_;. By Theorem 1y, andv are common Node f, Sgi(Pg(V)) = Sgi(P;(V\{/})). This implies

to the shortest path fronito d. ThenP? (V) is a subpath thatSg: (PLON{f})) = S0 (PL O 1) +8, (P (A

of PJ_(V), and sov, € K¢, a contradiction. m {f})) ie., pathSs(P¢(V\{f})) contains nodes. So
Theorem 2:Under FIFRy, if a path exists from a Sg (Pd (V\{f})) = S (PJ(V)), which means thap

sources to a destinationl without a nodef, suppression forwards packets tg in case thatf is down, andp €

of its failure notification doesn't cause a forwarding loopR< (V). ThereforeKd  contains f, which contradicts

Proof: Under FIFRy, a packet froms to d is Kj_, = 0. HencePZ (V\{f}) does not contaim,.

forwarded along the usual shortest path till it were to Case iii.b) Let the failure scenario be as shown in

traverse the failed node. So we only need to prove thily. 3 wheref is the failed node. If nodg is on P (V\

for any nodea; adjacent to the failed nodg, there is {f}) and PZ(V) contains linkag— f, then we have:

no loop froma; to d in casef € Rgi V). 1) wy +wsg < ws + wg; 2) wy + wy < wy + wg; 3)
Lett € RE (V\{f}). Sincef € RE (V), f € Kd_,.  wo+ws < wy +wa; 4) we +wr < ws +wy. If we sum

Now for any link p—¢q € PE(V \ K¢ _,), 3 cases are up the left and right hand sides of these four inequalities,

possible: (i)ng_)q £ 0; (ii) /cgﬂ = ( and P;j(V) = we have a contradiction as the left and right sides add

PLWN f); (i) KL, =0 andPJ(V) # PI(V\ f). We up to be same. Therefore, there does not exist a pode

address each case separately below. on P4 (V\{f}) such thatPZ(V) contains linkag— f.



1.35 1.35

node failure‘(FIFRN) -
link failure (FIFRy) -------
vy J 1.3 F e link failure (FIFR[) @ |
...... Moo X —x
125 . PR O " : s T ]
o e .. Mo _—
S X B - s | e T
e 121 @ 8. e | o 12} - B
5 N -2 I
8. L o
g @ g S _— 1
£ 115} node failure (FIFRy) —e— - € 115 ]
& link failure (FIFRy) --->---- ]
link failure (FIFR|) ----@--
11 q 11 i
1.05 | N—N | i 7
1 . . . . . . 1 . . . . . . .
0 50 100 150 200 250 300 4 5 6 7 8 9 10 11 12
number of nodes average degree

Fig. 4. Path length stretch under FIRR (a) varying number of nodes with average degree 6; (b) varying average degree with 200 nodes

Using a similar argument, we can prove that if a packatferencing of node failures under FlRRis negligible
is forwarded out byz;, it will never be forwarded back to whereas its contribution to the enhancement of network
a;. S0, a packet at most traverses all the adjacent nodgemilability and stability is substantial.
of f, then it is forwarded tal by a,, (Wherea,, is the

last adjacent node of visited by the packet) along the V. CONCLUSIONS
path P¢ (V\{f}). Thus, FIFRy guarantees loop-free In this paper, we describedfailure inferencing based
forwarding to all reachable destinations. m fast rerouting (FIFRy) approach for local rerouting

around failed links and nodes without explicit link
state updates. We have proved that when a node fails,
FIFRy guarantees loop-free forwarding of a packet to
Under FIFR, failures are known only to the adjacents destination if there exists a path to it without the
nodes and all other nodes are not aware. So, a packgled node. We have also shown that by inferring node
takes the usual shortest path till the point of failure an@ilures, FIFRy can handle link failures also without
then gets rerouted along an alternate path. Consequenilyy perceptible increase in the path length stretch. As
in the presence of failures, FIFR may forward packefsart of future work, we plan to evaluate the performance
along longer paths compared to the globally recomputedl FIFRy using the traces of link and node failures in
optimal paths based on the link state updatesstretch operational networks. We will also be conducting packet
of a path between a pair of nodes be the ratio of the cosésel simulations to further bolster the case of F\FR
of the path under FIFR and the optimal shortest path. For
example, when nodg is down, cost of the optimal path REFERENCES
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