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Abstract—Most of the QoS routing schemes proposed so far re- Because network resource availability changes with each flow
quire periodic exchange of QoS state information among routers, arrival and departure, maintaining accurate network QoS state
imposing both communication overhead on the network and pro- requires frequent information exchanges among the network

cessing overhead on core routers. Furthermore, stale QoS state in- L . .
formation causes the performance of these QoS routing schemes0d€s (routers). The prohibitive communication and processing

to degrade drastically. In order to circumvent these problems, we Overheads entailed by such frequent QoS state updates precludes
focus onlocalized QoS routing schemes where the edge routers the possibility of always providing each node with an accurate

make routing decisions using only local information and thus re- view of the current network QoS state. Consequently, the

ducing the overhead at core routers. We first describevirtual ca- ook QoS state information acquired at a source node can
pacity based routingvcr), a theoretical scheme based on the notion

of virtual capacityof a route. We then proposeproportional sticky duickly become out-of-date when the QoS state update interval is
routing, an easily realizable approximation of vcr and analyze its large relative to the flow dynamics. Under these circumstances,
performance. We demonstrate through extensive simulations that exchanging QoS state information among network nodes is
adaptive proporponal routing is indeed a viable alternative to the superfluous. Furthermore, path selection using algorithms that
global QoS routing ap_proaCh‘ _ _ _ _ treat stale QoS state information as accurate does not seem to
Index Terms—tocalized proportional routing, quality-of-service  pa judicious. In addition, the global view of the network QoS

routing. state may lead to the so-called synchronization problem: after

one QoS state update, many source nodes choose paths through

I. INTRODUCTION links with high perceived available bandwidth, therefore causing

Q UALITY-OF-SERVICE (QoS) routing is concerned with overutilization of these links. After the next QoS state update,

the problem of how to select a path for a flow such thetlpe source nodes would avoid the paths through these links,
the flow’s QOS requirements such as bandwidth or del sulting in their underutilization. This oscillating behavior can

are likely to be met. In order to make judicious choices in pa ve severe .|mpact on the system performance, whe.n the QoS
selection, it is imperative that we have some knowledge of th e update interval is large. Due t(.) these qlrawbacks, 'F has been
global network QoS state, e.g., the traffic load distribution i own that,.when the QoS update intervalis large r_elat|ve tothe
the network. In the design of any QoS routing scheme, we mu W dynam!cs,. t.he performance of global QoS routing schemes
therefore address the following two key questions: 1) how grades significantly [1], [19], [28]. Though there have been

obtain some knowledge of the global network state and 2) giv@ﬂme remedial solutions proposed in [8], [1], and [2] to deal
this knowledge, how to select a path for a flow. Solutions tWIth the inaccuracy at a source node, the fundamental problem

these questions affect the performance and cost tradeoffs in 0d8&lill N0t completely eliminated. _
routing. As a viable alternative to the global QoS routing schemes,

The majority of QoS routing schemes [1], [5], [8], [16], [28]’in [1.9], [20] we have proposed a localized approa}ch to QQS
[31], [32] proposed so far require the periodic exchange gputing. Under this approach, no glqbal QoS state information
link QoS state information among network routers to obtaine(i(Chan,ge among network nodes is needed. Instead, squrce
global view of the network QoS state. This approach to Qd¥des infer the network QoS state based on flow blocking
routing is thus referred to as the global QoS routing approa §1t|st|cs_collec_ted locally, and perform flow routing using
this localized view of the network QoS state. The proposed

" o ed N ber 7. 2000 revised Seotember 12. 2002 localized QoS routing approach has several advantages. First
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The fundamental question in the design of a localized QoS €l
routing scheme is how to select paths based solely on a local PR
view of the network QoS state so as to minimize the chance of e ’ c AN
a flow being blocked as well as to maximize the overall system PRSP S “
resource utilization. The problem of path selection in localized @ - ) T ~@
QoS routing is complicated by many factors. For example, due : el G -7
to complex network topology, paths between many source—des- S T v
tination pairs may share links whose capacity and load are un- AN . L7
known to the sources. Furthermore, the network load can fluc- Ssal T
tuate dynamically, which can make a previously unloaded link ¢

suddenly overloaded. In addition, path selection decision made o o )
by one source may affect the decision of another source. Fig. 1. Disjoint paths between a source—destination pair.

To effectively address these difficulties, we study a novel ] ) ]
adaptive proportional routing approach for designing localiz&¢n€me, the widest shortest path (wsp) scheme, is made using
QoS routing schemes. Here we assume that the path-level §g1_ulat|ons. These simulation results demonstrate _that with
tistics, such as the number of flows blocked, is the only avalfS low overhead and comparable performance, a simple and
able QoS state information at a source. Based on these st&RSY-to-implement localized QoS routing scheme such as psr
tics, adaptive proportional routing attempts to proportional@rov'des a viable alternative to a global QoS routing scheme
distribute the load from a source to a destination among m&H¢ch as wsp. , _ _
tiple paths according to their perceived quality (e.g., observedne remamdero_fthe paper is organized as foIIows.. Section Il
flow blocking probability). In other words, adaptive proporpresents a}theoretlpal framewo.rk for studying adaptive propor-
tional routing exploits the inherent randomness in path selectiign@ routing. Section Il describes the psr scheme, and simu-
by proportioning flows among multiple paths. This is fundalgtlon_results are shown_ in Section IV. In Section V, the related
mentally different from the conventional, deterministic path s¥OrK is presented. Section VI concludes the paper.
lection algorithms used in global routing schemes, which always

choose the “best” feasible path to route a flow. As a result, adap- Il. ADAPTIVE PROPORTIONAL ROUTING
tive proportional routing effectively avoids the synchronization |n all the QoS routing models we consider in this paper,
problem associated with global QoS routing schemes. we assume that source routing is used. More specifically,

There are three major objectives in our investigation of ada@ge assume that network topology information is available
tive proportional routing: adaptivity, stability, and simplicity.to all source nodes (e.g., via the OSPF protocol), and one
With only a localized view of the network QoS state, itis imporer multiple explicit-routed paths are set appriori for each
tant to adjust flow proportions along various paths adaptively §burce and destination pair using, e.g., MPLS [27]. Flows
response to the dynamically changing network load. Stabili¢riving at a source to a destination are routed along one of
is essential to ensure efficient system resource utilization ag@ explicit-routed paths (hereafter referred to as the candidate
thus the overall flow throughput. Lastly, we are interested in erpaths). In this section, we first describe how to proportion the
ploying simple local rules and strategies at individual sources|ttad among multiple candidate paths when they are all mutually
achieve adaptivity and to ensure stability. disjoint. The notion of virtual capacity of a path is then intro-

Toward these goals, we present a theoretical framework ffuced to deal with sharing of links among different paths. A
studying adaptive proportional routing. Using Erlang’s Losself-refrained alternative routing method is proposed to address
Formula, we introduce the notion of virtual capacity whiclkhe potential “knock-on” effect due to alternative routing. We
provides a mathematical framework to model multiple pathhen present a theoretical adaptive proportional routing scheme
between a source and a destination, as well as to compute flbat incorporates this localized trunk reservation method into
proportions based on locally observed flow blocking probahe virtual capacity model.
bilities. We also introduce a self-refrained alternative routing
method to deal with the potential “knock-on” effect in QoSA. An Idealized Proportional Routing Model

routing. By incorporating this self-refrained alternative routing consider a simple fork topology shown in Fig. 1, where a
method into the virtual capacity model, we design a theoreticgdyrces and a destination are connected by disjoint paths
adaptive proportional routing scheme which allows sourge ., .  Each path; has a (bottleneck) capacity of
nodes in a network to adaptively adjust their flow proportiongnits of bandwidth and is assumed to be known to the source
based solely on locally observed flow blocking statistics. Suppose flows arrive at the sourgeat an average rata,
Through numerical examples, we demonstrate the desirgely the average flow holding time ig/;.. Throughout this sec-
self-adaptivity of this theoretical adaptive proportional routingon, we assume that flow arrivals are Poisson and flow holding
scheme in achieving an eventual equilibrium system staignes are exponentially distributed. For simplicity, we also as-

As a simple and practical implementation of the theoretica|;me that each flow consumes one unit of bandwidthother
scheme, we present a scheme, proportional sticky routing (psr),

which preserves the self-adaptivity of the theoretical SCheméThe models presented in this paper can be extended to the case where flows
have different bandwidth requirements using the extended Erlang loss formula

while avoiding its Com_pUtational Overhe_ad- Finally, Compafis_’q&h], [25]. In Section IV, we conduct a simulation study of our localized QoS
of the psr scheme with the well-studied global QoS routinguting scheme using flows with heterogeneous bandwidth requirements.
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words, path-; can accommodate flows at any time. Without TABLE |

precise knowledge of the QoS state of a path (i.e., the available COMPARISON OFebp, ebraND opr
bandwidth of the path), a flow routed along the path has a cer- Sconario o B opr
tain probability of being blocked. Therefore, the question is how cy = 20,cp =20,v =27 | obp | 236 | 236 | 2.36
to route flows along thesk paths so that the overall blocking B e

probability is minimized. This problem can be formulated using c1=10,c2 = 20,v = 22 b 5.68 8.28 g.g'{
2 5.62 4.22 .

the classic Erlang’s loss formula as follows. _ 5T 561 | 568 | 558

Suppose that, on the average, the proportion of flows routed @; | 0.277 | 0.307 | 0.290
along pathr; is a;, wherei = 1,2, ..., k,andY."_, oy = 1. = 10,ca = 200 =18 FE T TS0t 5
Then the blocking probability; at pathr; is given by %2 | 182 | 1.33 | 159

obp | 1.82 1.84 1.80
)
b= Blvi, ei) = CZ v agl)’s. The new proportionagl)’s are computed from the Er-
=" lang’s loss formula as follows: far= 1, 2, ..., k, find the new
. oad on pathr;, v, such that " = E( (D ;). Then

whererv; = «a;(A/p) is referred to as the (average) Ioaé P Vi " (W, )
on pathi. The total load on the system is denoted by IO
v = Zle v; = A/p. To minimize the overall blocking ! ko)
probability, the optimal routing strategy (in the absence of ]; Vi

precise knowledge of QoS state of each path) is thereforeqiis hrocedure is repeated iteratively until we obtain a set of
route.ay’” proportion of flows along pgthi, r1=12..., k, proportions such that the corresponding blocking probabilities
such thad_ of = 1 and}_ vajb; is minimized. This optimal 3.6 equal. Since for a fixed the blocking probability; is an in-
proportional routing (opr) strategy can be implemented, fQfqasing function of its load;v, it can be shown that the above
example, by routing flows to path with probability . iterative procedure will always converge. In the case of the ebr
Giventhe to'tal load and the path capacitiesss, the optimal g ateqy ' similar iterative procedure can be used to obtain a set
pI‘OpO.I’tIOI’ISa:S can be computgd using an |te.rat|ve sear(?& proportions which equalize the blocking rates of all the paths.
techmque Wh_'Ch IS gener_ally quite complex t_o implement in ape | shows the convergence points of the ebp, ebr, and
practice. To circumvent this problem, we consider two alterngg, yrategies for a source—destination pair with two disjoint
tive stre_xt_e_gles for flow proporu_ompg: equallzat_|on of blocking ihs under different scenarios. As expected, when the capac-
probabilities (ebp) and equalization of blocking rates (ebi}ieg are equal all three strategies assign equal proportions for
The objective of the ebp strategy is to find a set of proportione 1o paths and yield same overall blocking probability. How-
{a1, do, ..., d} su_ch thatjlow blocking probabilities of all ever, when the capacities are not equal, the equilibrium propor-
the paths are equalized, i.6;, = by = --- = by, Whereb; yiong for the two paths under the three strategies are different.
is the flow blocking probability of path;, and is given by i .4 pe observed, however, the overall blocking probabilities
E(&v, ¢;). The intuition behind ebp strategy is that if blockingjer the ebp and ebr strategies are both quite close to that of the
probability b; of a pathr; is greater than blocking probability o ma strategy. Since it is generally computationally cumber-
b; of a pathr; (b; > b)), then we can minimize the overall g me tg find the optimal equilibrium proportions, in this paper

blocking probability by shifting some load from to ;. This 6 expiore the two simple strategies, ebp and ebr, for adaptive
increased; and decreaseds and equilibrium state is reaChedﬂroportional routing.
e

when they are equal. On the other hand, the objective of t
ebr strategy is to find a set of proportiofé;, éz, ..., &x} B. Virtual Capacity Model
such that flow blocking rates of all the paths are equalized, i.e.
d1b1 = doby = --- = aibi, whereb; is the flow blocking
probability of pathr;, and is given byF (&;v, ¢;). The rationale
behind ebr strategy is to assign a proportiento a pathr;
such thatw; is inversely proportional to blocking probability
b; along pathr;, i.e.,a; o< 1/b;. This results in equalization of

'In the idealized proportional routing model described above,
we have assumed that all paths between a source and a destina-
tion are disjoint and their bottleneck link capacities are known.
In practice, however, paths between a source and a destination
have shared links. These paths may also share links with paths
blocking rates. between other source—destination pairs. Furthermgre, as traffic
Unlike the optimal proportionss®'s, the proportions of ebp pattgrns across a networ_k change, the bottleneck link of a path
. v : . ' and its (perceived) capacity may also change. In order to address
a,-s,_and those of eb@is_,, can be compu?ed using a SI_mpIe Itfhese issues, we introduce the notion of virtual capacity (vc) of
erative procedure starting with any arbitrary proportions. For ath.

example, consider the ebp stra(a(;c)egy. SUF()OF;OSE we start with-a onsider a source—destination pair. We model each path be-

e . 0

initial §et of prc.>port|on3a§.).,.a2 ’ 0)’ ggc - Let (tor;e COITe- tween them as one direct virtual link with a certain amount of
sponding blocking probabilities b&”, b5”, - -, b\, where capacity, referred to as the virtual capacity of the path. This vir-
b = B(al”v, ;). 1f b\”'s are all equal, then{""s are the tual capacity is a function of the load offered by the source along
desired proportions. Otherwise, we use the mean blocking preke path and the corresponding blocking probability observed by
ability over all the pathE(O) => bgo)/k as the target blocking the source. Formally, consider a patbetween a source and a
probability for each path and obtain a new set of proportionkestination. Suppose a loadgfis offered by the source along
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the path, and the corresponding blocking probability observed

by the source i8,.. Then the virtual capacity of the path, denoted

by ve,., is given byve, = E; X (v, b,), whereE, (v, b,) de- 5
notes the inverse function of the Erlang’s loss forraukéth

respect to the capacity and is given by

ve, = E; vy, by) := min{c > 0: E(v,, ¢) < b, }. a

Based on this notion of virtual capacity, we can model paths
between a source and a destination as if they were all disjoint
and had bottleneck capacities equal to their virtual capacities,
as in the idealized proportional routing model. Unlike the ide-
alized proportional routing model, however, the virtual capacity
of a path is not fixed, but is a function of its offered load and the
corresponding blocking probability. Since the virtual capacity
of a path depends only on local statistics at a source (i.e., the
offered load by a source and the corresponding blocking proba-
bility observed by the source), flow proportioning based on vir-
tual capacities of paths does not require any global QoS state
information exchange.

A key feature of virtual capacity model is self-adaptivity: pro-
portions of flows along different paths between a source and
a destination will be adjusted based on the observed blocking
probabilities of those paths. From the definition of virtual ca- (b)
pacity, we Qbsewe that for two paths vyith the same offered Ioa,gg. 2. Views. (a) Physical. (b) Virtual.
the path with higher observed blocking probability has lower
virtual capacity. Therefore, if we are to equalize the observed
blocking probabilities or blocking rates along these two pathi andr3 is treated by each source as an exclusive link with
more flows should be routed to the path with lower observé@pacity 12. For both sources, since the blocking probability of
blocking probability (and higher virtual capacity). The new praPathrs is much higher than pathy, more flows will be pro-
portions for these two paths can be computed based on their Bi@rtioned to path, as it has a larger virtual capacity. The new
tual capacities, as in the idealized proportional routing modeRroportions can be computed based on the virtual capacities of

We illustrate the self-adaptivity of the virtual capacity modehe paths, using either the ebp strategy or the ebr strategy. For ex-
through an example. Consider the kite topology shown #&mple, using the ebp strategy, the adaptation process for source
Fig. 2(a), where two sources; ands,, have two paths each s1 is shown on the left side (scenario I) of Fig. 3(a), where we
to destinationd, and two of the paths share a common linigee that after a few iterations the flow blocking probabilities of
(4 — 6). The links with labels are the bottleneck links of thdoth paths{ (1 — 3 — 6) andr3 (1 — 4 — 6) are equalized
network, wherer; = ¢» = ¢3 = 20, and all the other links at around).04. Fig. 3(b) shows the corresponding proportions
can be viewed to have infinite capacities (i.e., flows are nevef flows routed along these two paths during this adaptation
blocked on these links). Let, i denote path4 — 3 — 6 Process, where we see that sousgebacks off from the path
andl — 4 — 6, respectively, and?, r2 denote the paths (r3) with the shared bottleneck link — 6, and directs more
2 - 5 — 6and2 — 4 — 6, respectively. The virtual flows to the other pathr-{). The resulting flow proportions for
capacity views of the two source—destination pairs are showathr{ andr; at the equilibrium state are, respectivelyi67
in Fig. 2(b), where the paths andr3 appear to each source and0.333. Due to the symmetry in this scenario, sousgee-
if they were disjoint with capacitiesc} andvc3, respectively. haves in exactly the same manner and achieves the same equi-
Note that, if a path does not share links with any other patirium flow proportions for its two paths? andr3. Similarly,
its virtual capacity is the same as its actual bottleneck liikwe employ the ebr strategy, both sources will also gradually
capacity. back off from the paths with the shared bottleneck link and ar-

First, consider the scenario where a load of 22 is offered e at an equilibrium state.
each of the sources. Suppose initially each source proportion&low consider the scenario where, after the above equilibrium
flows equally between its two paths, i.e, = 11, i, j = 1, 2. state is achieved, the offered loadsatincreases from 22 to 25
The blocking probabilities observed on patHs =%, 2, and Whereas the offered loadatdecreases from 22to 15. Giventhe
r2 areb! = 0.0046, b} = 0.2090, b3 = 0.2090, andb? = Nnewload atboth sources, routing flows along the paths using the

0.0046, respectively, resulting in an overall blocking probability!d equilibrium proportions no longer results in an equilibrium
of 0.1068. The corresponding virtual capacities axg = 12, State. In particular, soureg sees a blocking probability &f =

andvc? = 12. In particular, we see that the shared link of paths0784 on pathr] and a blocking probability of;, = 0.0216 on
pathri. On the other hand, sourse sees a blocking probability

5 B . ) . . y . ! : J |
_ “Note thatEvcl(u,, b,.) def|qed above is an integer-valued function. A conf b% — 0.0018 on pathrf and a blocking probability of2 =
tinuous version of the Erlang’s loss formula and its inverse functions can

e > : : .
defined [6] and used instead. For more details, the interested reader is refettdd? 16 O pathr;. Hence, in an effort to equalize the blocking
to [21]. probabilities on both paths; will direct more flows to pathrs
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shared link seen by each source are shown in Fig. 3(c). At the
end, source; has a virtual capacity of 18 from the shared bot-
tleneck link, while sourcess has a virtual capacity of 6. Due

to this change in capacity shares, the blocking probability ob-
served by source; is reduced front.0595 at the onset of load
change t#).0225 in the end while that of, goes up front).0084

t0 0.0202. However, as a consequence of these self-adaptations
at the two sources, the overall system blocking probability is re-
duced from0.0404 to 0.022.

C. Self-Refrained Alternative Routing

In the virtual capacity model, all paths between a source and
a destination are treated equally. Since an admitted flow con-
sumes bandwidth and buffer resources at all the links along a
path, clearly path length is also an important factor that we must
take into consideration. There is a fundamental trade-off be-
tween minimizing the resource usage by choosing shorter paths
and balancing the network load by using lightly loaded longer
paths. As a general principle, it is preferable to route a flow
along minhop (i.e., shortest) paths than paths of longer length
(also referred to as alternative path$)referring minhop paths
and discriminating against alternative paths, not only reduces
overall resource usage but also limits so-called “knock-on” ef-
fect [10], [11], thereby ensuring stability of the whole system.

The knock-on effect refers to the phenomenon where using
alternative paths by some sources forces other sources whose
minhop paths share links with these alternative paths to also use
alternative paths. This cascading effect can cause a drastic re-
duction in the overall throughput of the network. In order to deal
with the knock-on effect, trunk reservation [11] is employed
where a certain amount of bandwidth on a link is reserved for
minhop paths only. With trunk reservation, a flow may be re-
jected even if sufficient resources are available to accommodate
it. A flow along a path longer than its minhop path is admitted

© only if the available bandwidth even after admitting this flow
Fig. 3. Adaptation process of ebp. (a) Changes in blocking probabilitielss. gr?ater tha,‘n the amount of trur.]k reserved.. Trunk reservation
(b) Changes in proportions. (c) Changes in virtual capacities. provides a simple and yet effective mechanism to control the
knock-on effect. However, it requires that core routers figure
and s, will direct more flows to path-2. The new adaptation out whether a setup request for a flow is sent along its minhop
process is shown on the right side (scenario I, starting wiff@th or not. This certainly introduces undesirable burden on
iteration 10) of Fig. 3(a). From the figure we see that, agore routers. To avoid this, we propose a self-refrained alterna-
sources; directs more flows to path}, the observed blocking tive routing method, which when employed at a source provides
probability on path-} gradually increases while the observe@n adaptive way to discriminate against “bad” alternative paths
blocking probability on path-{ gradually decreases. Thesevithout explicit trunk reservation.
two blocking probabilities are eventually equalized at around Consider a source—destination pair. Suppose theré e
0.022. The proportions of flows routed along the two paths bgumber of minhop paths between this source—destination pair,
sources; during this adaptation process are shown in Fig. 3(tnd letR™* denote the set of these minhop paths. The set of al-
It is interesting to note that each source adapts to the lo@manative paths is denoted B#!*. Thus the set of all candidate
changes not with any global objective but with a local objectieathsk = R™" U R**. The basic idea behind the self-refrained
of equalizing blocking probabilities or rates among all paths tlternative routing method is to ensure that an alternative path is
a given destination. This in turn results in an overall near-opsed to route flows between the source—destination pair only if
timal stable system performance. For example, in scenaridtlhas a “better quality” (measured in flow blocking probability)
both sources; and sources; have an equal capacity share otthan any of the minhop paths. Formally, for a pate R™",
the bottleneck linkk — 6, each with a virtual capacity of 12. let b,. denote the observed flow blocking probability on path
But as the load changes at each source, soyrséarts routing The minimum flow blocking probability of all the minhop paths,

more flows to path, whereas source starts backing off from ) ) . )
3Although the virtual capacity model does not explicitly take path length into

9 . .
the pathr3, thereby allowings; to gr_ab mor? capacity Share Onaccount, it does tend to discriminate against longer paths implicitly, as longer
the bottleneck link. The changes in the virtual capacity of theths are likely to have a higher blocking probability in practice.
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PROCEDURE VCR()

(n),(n)
_ oa b
Set mean block rate of minhop paths, 3(™") = Lﬁﬂi;

Ermin

b* = min,.cpmin b, iS Used as the reference in deciding a targ
flow blocking probability for alternative paths. The target flown
blocking for alternative paths is set #*, where is a con-

figurable parameter to limit the knock-on effect under syste

Set min of minhop path’s block probability, b* = min, ¢ pmin b(,")
For eachpathr € R

. I s Compute virtual capacity vc(r"_) =E;} (u&"), b(,"))
overloads._A_n alternatl_ve patH € R** is selgcted to route For each minhop path r € R™"
flows only if it can attain the target flow blocking probability. Compute target load v;* such that (™) = v* E(v}, vel™)

For each alternative path r € R%*
Compute target load v such that %b* = E(v*, vel™)
For eachpathr € R

Compute new proportion a{*+1) = E_VL.‘
rer"T

END PROCEDURE

In other words, its observed flow blocking probability is less
than or equal ta)b*.

This self-refrained alternative routing method has several
tractive features. By usiny* as the reference in determining
a target flow blocking probability for alternative paths, it dy-
namically controls the extent of alternative routing accordingy 4. The ver procedure.
to both the load at the source and the overall system load. For
example, if both the load at the source and the overall system
load is light, the use of alternative paths will be kept at a min-
imum. However, if the load at the source is heavy but the overall
system load is light, more alternative routes will be used by
the source. Furthermore, by using only those alternative paths
whose observed blocking probabilities are at most as high as the
minimum of those of the minhop paths, minhop paths are pre-
ferred to alternative paths. In particular, if an alternative path of
a source—destination shares a bottleneck with one of its minhop
paths, this alternative path is automatically pruned. In addition,
a source would gradually back off from an alternative path once
its observed flow blocking probability starts increasing, thereby
adapting gracefully to the change in the network load.

= SoENa M Aaw N

—
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D. Virtual Capacity Based Routing

By incorporating this self-refrained alternative routing
method into the virtual capacity model, we devise a theoretical
adaptive proportional routing scheme, which is referred to as
the Virtual Capacity based Routing (vcr) scheme. In this ver
scheme, we use the ebr strategp proportion flows along (b)
the minhop paths, whereas proportions of flows along t . 5. Topologies used for illustration. (a) Duck. (b) Fish.
alternative paths are computed using the target flow blocking
probability ¢b*, as in the self-refrained alternative routing ) ) ) . o
method. The scheme is shown in Fig. 4. Suppose the total IdBNNOP paths, is effectively not used for routing since using it
for a source—destination pair is At a given stepn > 0, let would only increase the resource usage without any decrease in
™ — o™, be the amount of the load currently routed alon§'® overall blocking probability. In contrast, the alternative path

apathr € R, and leth™ be its observed blocking probabilityl = 2 — 5 — 6 — 9 is used to route flows though it shares

on the path. Then the virtual capacity of patis given by alink 1 — 2 with a minhop path since the shared link is non-
v — E_l(l/(n) b('n,)) (line 5). For each minhop path thebottleneck. Now we demonstrate how the vcr scheme controls

Ve . O the extent of alternative routing to adapt to the changes in traffic
mean blocking rate of all the _mlnhop patﬁ_ 1S used 10 load. Consider the fish topology shown in Fig. 5(b). The nodes
computg a new target load (Ilne_s 6-7). _Slmllarly, for ea , 2, 3, and 4 are the source nodes and node 12 is the destination
aItern_atlve path, anew target load is de.termmed using the targ8he. Nodes 1 and 2 each have two minhop paths and two alter-
blocking probabilityyb* (lines 8-9). G_lven these ,?flv)v target, ative paths to the destination node 12. Other two source nodes,
loads for all the paths, the new proportion of_flou\?é, .fOr 3 and 4, have just one minhop path to the destination node 12.
e(anc+hl)patrr o flt)’ta'”ed in lines 10-11, resulting in a new loagthe 4jternative paths of source nodes 1 and 2 share the bottle-
vr = a; " v on pathy. neck links9 — 12 and11 — 12 with the minhop paths of 3

In the following we illustrate through examples how the vcinq 4. Assume that the capacitigs c2, ¢; ande, of the bot-
scheme uses alternative paths in a judicious and self-adap{ié@eck links are all set to 20. We consider four scenarios where
manner. First consider the duck topology shown in Fig. 5(§e offered load at source nodes 1 and 2 are fixed at 20 while the
where there are two minhop and two alternate paths. With thgered load at source nodes 3 and 4 are increased from 0 to 5,
self-refrained aIternauvg routing method, the. aIternatlye pail@, and 15 in scenarios I-IV respectively, and study how source
1 —7—8—4—9,whichshares bottleneck link— 9with  o4es 1 and 2 adjust their flow proportions on the alternative

4 We adopted the ebr strategy as it is found to be more amenable for impgR@ths. Fig. 6(a) anq (b) show, from the per.spective of source
mentation. node 1, the adaptation process as reflected in the flow blocking
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probabilities and proportions associated with the minhop paths
and the alternative paths. Note that due to the symmetry, source
node 2 behaves in exactly the same manner. Hence we will focus =}
only on the behavior of source node 1. S

Suppose initially both source nodes 1 and 2 use only their :
minhop paths. This results in a high blocking probability of
0.1588 on the minhop paths. As both source nodes sense th
availability of the alternative paths and start routing flows
through them, the blocking probability on the minhop paths
drops quickly, resulting in an overall blocking probability of
around 0.0019. When source nodes 3 and 4 become active witt 2
aload of 5 each, the blocking probability on the two alternative ] J , ,
paths shoots up to 0.0435 from 0.0017. The source 1 reacts ° 5 0 1 20
to this by reducing the proportion of the flows routed to the feraton
alternative paths from 0.4964 to 0.3659, pulling the overall @
blocking probability down to 0.0136. As the load at source '°{~ ' " " minpaths o
nodes 3 and 4 increases further from 5 to 10, then to 15, both :','fit:f;:_- :::
source node 1 and source node 2 keep backing off from their e} ! P
alternative paths to yield more capacity share to the minhop !
paths of source nodes 3 and 4. This example shows that the | oo«
vcr scheme can adaptively respond to the traffic load changes: ‘ ’
along the alternative paths by adjusting the proportion of flows /
routed along these paths. It was argued [30] that selection of& 4 | N st x
maximally disjoint paths yields better blocking performance. i L
The above results show that, using the virtual capacity model | I SN
and self-refrained alternative routing method, the ver scheme | e
judiciously proportions traffic among minhop and alternative Jscenariol | scenariol _ scenario | scenario IV
paths without explicit knowledge about where the shared ‘o 5 10 15 20
bottleneck links are. feraton

(b)
IIl. PROPORTIONAL STICKY ROUTING Fig. 6. lllustration _of usage of _alternative paths in vcr. (a) Convergence
process. (b) Adaptation of proportions.
In the previous section, we presented an analytical frame-

work for moqleling adaptive proporti(_)nal routing. In_ particularwhich a new flow proportion for each path is computed based
based on this framework we described a theoretical adaptygits ohserved blocking probability. This is the computation of
routing scheme—the ver scheme—and demonstrated its Sqlfyy proportion stage. As in the ver scheme, flow proportions
adaptivity through several numerical examples. There are tyg minhop paths of a source—destination pair are determined
difficulties involved inimplementing the virtual capacity modelsjng the ebr strategy, whereas flow proportions for alternative
First, computation of virtual capacity and target load using Efaihs are determined using a target blocking probability. In the

lang's Loss Formula can be quite cumbersome. Second, 38flwing we will describe these two stages in more detail.
perhaps more importantly, the accuracy in using Erlang’s Loss

Formula to compute virtual capacity and new load relies critpygportional Flow Routing
cally on steady-state observation of flow blocking probability.

Hence small statistic variations may lead to erroneous flow pro- " R .
portioning, causing undesirable load fluctuations. In order ndidate paths between the source—destination pair, éhere

min alt H H H
circumvent these difficulties, we are interested in a simple _U ]_El .ﬂ\Ne tz)alss?(qate W'tg each g)athg R, a mz:;)_(lmtfjlm
robust implementation of the vcr scheme. In this section vgfrmls& € Tlow biocking numbey,. and a corresponding tlow

present such an implementation which we refer to as the p r_c])ck|r)g counti_rf,,. Fglr eacr: minhop pa;h EFR ' Vr’]“ :It% i
portional sticky routing (psr) schende. wherey is a configurable system parameter. For each alternative

The psr scheme can be viewed to operate in two stages.pighr/ € k""", the value ofy,. is dynamically adjusted between
1

proportional flow routing and 2) computation of flow propor- ndﬁ! as vaiII bi exp:ain_ed Iattter. ASEShOV\T in Fiﬁ' (@), ?t(:he
tions. The proportional flow routing stage proceeds in cyclesB gmnln?h? _eatc):l czcd@‘r IS sed Oy virydlr\r;\(/eha ow rouhe
variable length. During each cycle incoming flows are routée ong pathy 1S blocke ’f”. IS decremented. €. reaches
along paths selected from a set of eligible paths. A path is ro, pathr is considered ineligible. At any time only the set of

- ol
lected with a frequency determined by a prescribed proportiq igible paths, denoted b, is used to route flows. A path

' : ) igi elg js selected using a weighted-
A number of cycles form an observation period, at the end H]om curre_nt _el|g|ble path s&t®s is se 9 9
y P round-robin-like path selector [24]. Ond&'s becomes empty,

5The psr scheme essentially does proportional routing while obtaining pi§1€ current cycle is ended and a new cycle is started fith =
portions through a form of sticky routing. R and fr = Y-

14 scenario | scenario Il scenario |l :"'-. scenario IV

)

%
3
T

©
T

flow blocking probability (

minpaths ----o---
altpaths ---x---
overall —a—

d

proportior

Given an arbitrary source—destination pair./ibe the set of
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PROCEDURE PSR-ROUTE()
Select an eligible path r from R®'9
Increment tlow counter, n, = n, + 1
1f failed to setup connection along 7
Decrement failure counter, f. = f,. — 1
I£ failures reached limit, f, == 0
Remove r from eligible set, R®'9 = R®!'9 — r
If eligible set is empty, R®!'9 == 0
9. Reset eligible set, R®'9 = R
10. Foreachpathr € R
11. Reset failure counter, f,. = v,
12. END PROCEDURE

PO N ANH R

@)

1. PROCEDURE PSR-PROPO-COMPUQ Fig. 8. The isp topology used in our study.
2. Foreachpathr € R
3. Compute blocking probability, b, = ZI=
4. Assign a proportion, o, = = . . .
_ . Zurer"" = n [nietal. NOte that sincey, is adjusted for the next
5 Set target blocking probability, b = min, ¢ gmin br observation period, the actual number of flows routed along al-
6. For each alternative path v’ € R . J . .
7. 1£ blocking probability high, b, >= b* ternative path’ will be also adjusted accordingly.
8. Decrement failure limit, v,/ = v, — 1
9. I£ blocking probability low, b,., < ¥b* i X
10. Increment failure limit, v, = v, + 1 Comparison With VCR
11. END PROCEDURE .. .
The psr scheme preserves the self-adaptivity of the theoretical
(0) ver scheme by controlling the number of flows routed along a
Fig. 7. The psr procedure. (a) Proportional routing. (b) Computation fathrin each cycle using, and by re-adjusting flow proportions
proportions. after every observation period. For example, if the load along a
pathr increases, causing the number of flows blocked to quickly
Computation of Flow Proportions reachry,., the source will automatically back off from this path

Flow proportions{a,, r € R} are recomputed at the end 0Tby ellmlnat.lng .|t frc_)m the e.I|g|bIe path set for the rest of the
. : . ; .c&cle. If this situation persists, at the end of the observation
each observation period [see Fig. 7(b)]. An observation perig

consists ofy cycles, where) is a configurable system param—E.i”Od.' th.? hne\llv ﬂc?w pro%rtmn for pgth will f:)e reduceq.
eter used to control the robustness and stability of flow statistick - V'>¢" the load on pathdecreases, its newtiow p_roportlc_m .
measurement. During each observation period, we keep trae I _be increased at the end_of the obse_rvanon period. '_I'h|s IS
of the number of flows routed along each pathe R using pa_rtlcularly true for alternative paths with their dynamlcally_
a countem,.. At the beginning of an observation periog, is adjustedy,.. Furthermore, because the length of each cycle is

set to 0. Every time path is used to route a flowy, is incre- not fixed but determined by how fast each eligible path reaches

X . ' , its maximal permissible blocks, the length of an observation
mented. Since an observation period consists ofcles, and . . . o . )
. period also varies. This self-adjusting observation period allows
in every cycle, each path has exactlyy, flows blocked, the

. . . the psr scheme to respond to the system load fluctuations in an
observed flow blocking probability on pathis b, = 7, /n... .
X in . . elastic manner. If the system load changes suddenly, the old flow
For each minhop path € R™", its new proportiony,. is re- : ) . = .
; X o roportions would result in rapid termination of cycles, which
computed at the end of an observation period and is given ; ) .
! uld in turn lead to faster conclusion of the current observation
Ay = Ny [Notal, WNEI€N a1 = D, g e IS the total number - . .
) re . period. New flow proportions will thus be recomputed to adapt
of flows routed during an observation period. Recall that for a . :
. min ) to the system load. On the other hand, if the system load is stable,
minhop pathr € R™", ~,. = 4. Hence

the observation periods will also be stabilized, with increasingly

b, = M M T mwo__m . accurate calibration of the flow proportions. As a result, flow
" Ngotal N Ntotal Tr  Ttotal proportioning will eventually converge to the equilibrium state.
This shows that the above method of assigning flow proportions
for the minhop paths equalizes their flow blocking rates. IV. PERFORMANCEEVALUATION AND ANALYSIS

As in the ver scheme, we use the minimum blocking prob- In this section, we evaluate the performance of the proposed

ability among the minhop pathé, = min,¢pmin by, S the |, 55,04 QoS routing scheme psr and compare it with the global
reference to control flow proportions for the alternative pathE?OS routing scheme widest shortest path (wsp). We first de-
This is done implicitly by dynamically adjusting the maXimum&cribe the simulation environment and then compare the per-
permissible flow blocking parametey. for each alternative formance ofpsrandwspin terms of the overall blocking prob-
pathr’ € R, Atthe end of an observation period, lgt = ability, routing stability and overhead

1. /n. be the observed flow blocking probability for an alter- ’ '
native path”. If b, > b*, v, := max{y,»—1, 1}.1f b < 9hb*,
e := min{y + 1, }. If b* < b,r < b*, v, is not changed.
By having~,» > 1, we ensure that some flows are occasionally Fig. 8 shows the igptopology of an ISP backbone network
routed along alternative pait to probe its “quality,” whereas used in our study (also used in [1], [16]). For simplicity, all the
by keepingy,. always belowy, we guarantee that minhop paths 6Simulations were also carried out with other topologies and under different

are always preferred to alternative paths in routing flows. Th@gsic conditions. The results were found to be similar [20] and not included
new proportion for each alternative pathis again given by here due to space limitations.

A. Simulation Environment



798 IEEE/ACM TRANSACTIONS ON NETWORKING, VOL. 10, NO. 6, DECEMBER 2002

7
________ -+
________ e
et
6r e psr b
et WSp eeteeee

e g
L5k L 4 <
> | £
= | ]
s | o
g4 o 1 g
[<] o
& . 2 pst
g ¥ £ wsp(30) =seeeses-
3L i 9 WSP(BO0) --eevvevees
= ; 5
[} Y
= H z
Q i o
29 Li = scenario | scenario Il scenario l
) : 7 | .
- 1 2 3 A

1§ 1 1t ¥V ¥

0 500 1000 1500 2000 2500 3000
0 . . . . . . 1 L time (minutes)
0 20 40 60 80 100 120 140 160 180
update interval (secs) ()

Fig. 9. Impact of update interval on wsp. 10}

%
[

links are assumed to be bidirectional and of the same capacity®
with C units of bandwidth in each direction. Flows arriving
into the network are assumed to require one unit of bandwidth.
Hence each link can accommodate at m@gtows simultane-
ously.

The dynamics of flows in the network is modeled as follows
(similar to the model used in [28]). A set of nodes in the network
is designated as capable of being source/destination nodes ¢
flows. We consider two settings. In the first setting, all nodes are ) ) ) ) ) )
included in this set and in the second setting, only the 9 border 0 500 1000 1500 2000 2500 3000 3500
nodes, namely 1, 2, 5, 6, 11, 13, 14, 15, and 18 are included. time (minutes)

Flows arrive at a source node according to a Poisson process (b)
with rate \. The destination node of a flow is chosen randomlyig. 10. Performance under varying load. (a) Uniform. (b) Nonuniform.
from the designated set of nodes except the source node. The

holding time of a flow is exponentially distributed with meanntepyal is increased. We then demonstrate the adaptivity of psr
1/p. Following [28], the offered network load on isp is giver,y yarying the overall load. Finally we compare the performance
by p = ANh/uLC, whereN is the number of source nodesof these two schemes under nonuniform load conditions and
L the number of links, and is the mean number of hops pershow that psr is better at alleviating the effect of “hot spots.”
flow, averaged across all_source—destmanon pairs. The paramyarying Update Interval: Fig. 9 compares the performance
eters used in our simulations afe= 20, N = 18, L = 60, of wsp and psr with the offered load set to 0.60. The perfor-
h =2.36, u = 60 s. The average arrival rate at a source nddemance is measured in terms of the overall flow blocking proba-
is set depending upon the desired load. bility, which is defined as the ratio of the total number of blocks
The parameters in the simulation are set as follows by d@rthe total number of flow arrivals. The overall blocking prob-
fault. Any change from these settings is explicitly mentioneghility is plotted as a function of the update interval used in wsp
wherever necessary. The values for configurable parametergjiperiodic updates.From the figure, we see that, as the up-
psr aren = 3,4 = 5, andy = 0.8. For each source—desti-gate interval of wsp increases, the blocking probability of wsp
nation pair, all the paths between them whose length is at MEsbidly approaches that of psr and gets worse for larger update
one hop more than the minimum number of hops are chosen@gvals.
the car_ldidate paths. The average number of candidate (minhOVarying Offered Load:We now illustrate the adaptivity of
and minhop-1) paths used in psr are63(1.50 + 3.13) and sy by varying the offered load. We initially offer a load of 0.60
5.20(1.53 + 3.67), respectively, in the first and the second sels was done in the earlier simulation and then this overall load
tings of isp. Each run simulates the arrival of 1000000 flow§; gecreased to 0.50 and again increased to 0.65. We plot the
and the results corresponding to the latter half of the simulatig[bcking probability under psr and wsp as a function of time

scenario | scenario Il scenario lll

psr
wsp(30) ===s-=-=
WSP(60) sereereeees

flow blocking probability

are reported here. in Fig. 10(a). The performance of wsp is shown for two update
) . intervals: 30 and 60 s. Starting with arbitrary initial proportions,
B. Blocking Probability psr quickly converges and performs as well as wsp(60). When

The performance of wsp and psr is compared by measurithg load is decreased, psr adapts to the change and maintains

the blocking probability under various settings. We first presen
gp y 9 P L’Note that blocking performance of wsp with threshold triggered updates with

the impact of updatg interval On the pefforma”‘?e of WSP aRg-down timef” would be no better than periodic updates with update interval
show how the blocking probability increases rapidly as update The difference is in the amount of update message overhead.
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its relative performance. Finally, when the load is increased to
0.65, once again it reacts promptly and performs slightly better 0}
than wsp(60).

Varying Nonuniform Traffic: It is likely that a source node
receives a larger number of flows to a few specific destinations
[4], i.e., a few destinations are “hot.” Ideally, a source would
like to have more up-to-date view of the QoS state of the
links along the paths to these “hot” destinations. In the case of
wsp, this requires more frequent QoS state updates, resulting in
increased overhead. But in the case of psr, because of its adap-
tivity and statistics collection mechanism, a source does have
more accurate information about the frequently used routes and
thus alleviates the effect of “hot spots.” We illustrate this by
introducing increased levels of traffic between certain pairs of
network nodes (“hot pairs”), as was done in [1]. Apart from the
normal load that is distributed between all source—destination
pairs, an additional load (hot load) is distributed among all the
hot pair nodes. The hot pairs chosen are (2, 16), (3, 17), and
(9, 11).

We consider three scenarios. In scenario |, a load of 0.50
is offered uniformly among all the nodes as was done in ear- ) .
lier simulations. In scenario I, an additional load of 0.05 is of- 03 0% 037 038 039 o4
fered between hot pairs only and in scenario 11l this additional )
load is further increased to 0.10. Fig. 10(b) shows the blocking
performance of the two schemes under different scenarios as a
function of time. Under scenario |, starting with arbitrary initial
proportions, psr quickly converges to a stable state where its
blocking probability is similar to that of wsp(60). But, in sce-
nario I, with additional load between hot pairs, psr approaches
the performance of wsp(30) and even better in scenario Il where
the load between hot pairs is higher. These results illustrate the
degradation in performance of wsp and improvement in relative
performance of psr under nonuniform load conditions.

Various Load Conditions:We have further investigated the O et o
impact of traffic pattern on the relative performance of these ©
schemes by offering various loads. First, we consider the setting _ _ .
where load is offered uniformly between all the nodes. Fig. 11(gf: *- (;eggtrm;?;’e under various loads. (a) Uniform traffic. (b) Fewer
shows the blocking performance as a function of the offered palrs:
network load. As before, the performance is measured in terms
of the overall flow blocking probability. The network load isthe limitation of global routing schemes such as wsp but also
varied from 0.50 to 0.70. The performance of wsp is plotted fdtustrates the self-adaptivity of localized proportional routing
three update intervals of 30, 60 and 90. It is clear that psr p&chemes such as psr.
forms as well as wsp(60) at low loads and better at high loads.

Next, we consider the_se_tting where load is of_“ferec_i only betwegn Heterogeneous Traffic

the border nodes. This is a reasonable setting since these edge

nodes are likely to be ingress and egress nodes for flows passinghe discussion so far is focused on the case where the traffic
through this domain. We ran the simulations varying the load @mhomogeneous, i.e., all flows request for one unit of bandwidth
border nodes from 0.35 to 0.40. Fig. 11(b) shows the resultsafd their holding times are derived from the same exponential
these simulations. It can be seen that, across all loads, psr pkstribution with a fixed mean value. Here we study the applica-
forms better than wsp with a 30-s update interval. We then fixédlity of psr in routing heterogeneous traffic where flows could
the load on border nodes at 0.35 and varied the additional laadjuest for varying bandwidths with their holding times derived
offered on hot pairs. Fig. 11(c) shows the blocking performané®mm different distributions. We demonstrate that psr is insen-
of the schemes as a function of the additional load. When theitive to the duration of individual flows and hence we do not
is no additional load on hot pairs, performance of psr is simeed to differentiate flows based on their holding times. We also
ilar to wsp(30). As the additional load on hot pairs increaseshow that when the link capacities are considerably larger than
psr does progressively better in comparison to wsp and at lioé average bandwidth request of flows, it may not be necessary
load of 0.10 it performs as well as wsp with an update intervad treat them differently and hence psr can be used as is to route
of 15 s and even better at higher hot loads. This not only shotwsterogeneous traffic.

psr —e—
WSP(30) -eetbene
WSp(60) e @e-e-
wsp(90) —a-—

flow blocking probability (%)

5 052 054 056 058 06 062 064 066 068 07
load

@)

flow blocking probability (%)

fiow blocking probability (%)
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Consider the case of traffic with types of flows, each flow
of type: having a mean holding time/ 1, and requesting band-
width B;. Let p; be the offered load on the network due to
flows of typei, where the total offered loagh = Zle Pi-
The fraction of total traffic that is of typé, ¢, = p;/p. The
arrival rate of type; flows at a source node); is given by
\i = pipniLC/NhB;, which is an extension of the formula
presented in Section IV-A. To account for the heterogeneity of P
traffic, bandwidth blocking ratio [16] is used as the performance i
metric for comparing different routing schemes. The bandwidth ° 02 tomt ort ool tows '
blocking ratio is defined as the ratio of the bandwidth usage cor- @
responding to blocked flows and the total bandwidth usage of all ©
the offered traffic. Supposk is the observed blocking proba-
bility for flows of type i, then the bandwidth blocking ratio is °sr e
given by

St —8—

bandwidth blocking ratio (%)
®
)

©
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In the following, we compare the performance of psr and wsp, rauton of parelo fows
measured in terms of bandwidth blocking ratio, under different ()
traffic conditions, varying the fractions; to control the traffic o
mix.

Mixed Holding Times:We now examine the case of traffic :
with two types of flows that request for the same amount of '
bandwidth, i.e.B; = By = 1, but with different holding times.

We consider three scenarios. In the first scenario, both types of
flows have their holding times derived from exponential distri-
bution but their means are different: 60 and 120 s. In the second
scenario, both types have the same mean holding time of 60 s
but their distributions are different: exponential and pareto. In 65 . . . .

the third scenario, holding times of both types of flows follow ° 2 ottt '

pareto distribution but their means are different: 60 and 120 s. In ©

all thesg s_cenar.los, aload of 0.40 is offered between the borﬁ'@.r 12. Traffic with mixed holding times. (a) Long and short exponential.
nodes in isp. Fig. 12 shows the performance of psr and wgpExponential and pareto. (c) Long and short pareto.

under different scenarios.

Consider the first scenario where type 1 flows are sharhe results reported here correspond to a shape value of 2.2. In
(1/p1 = 60 s) and type 2 flows are longl (1 = 120 S), Fig. 12(b), bandwidth blocking ratio is plotted as a function of
but both are exponentially distributed. Fig. 12(a) shows thRe fraction of pareto type flows. As the fraction of pareto flows
bandwidth blocking ratio plotted as a function of the fractiofhcreases, the blocking under wsp(30) increases while it stays
¢1 corresponding to short flows. It is quite evident that thgimost same under wsp(15). The number of short (much less
performance of wsp degrades as the proportion of short flogtgan mean holding time) flows are more under the pareto dis-
increases while that of psr stays almost constant. The behaviftiution than the exponential distribution because of the long
of wsp is as expected since the shorter flows cause maesdl of pareto. Consequently, update interval has to be small to
fluctuation in the network QoS state and the information at@apture the fluctuations due to such short flows. That is why the
source node becomes more inaccurate as the QoS state upsi@t®rmance of wsp(30) degrades while wsp(15) is not affected.
interval gets larger relative to flow dynamics. On the contraryhe relative performance of these schemes in the third scenario
psr is insensitive to the duration of flows. is similar to the first scenario with short and long flows. An im-

In the second scenario, a fraction of flows have their holdingbrtant thing to note is that in all the scenarios the performance
times derived from a pareto distribution while the rest hawvsf psr is insensitive to the holding times of flows.
their holding times derived from an exponential distribution. The behavior of psr is not surprising since the Erlang formula
The mean holding time of both the types is the same, 60isknown to be applicable even when the flow holding times are
The pareto distribution is long tailed with its tail controlled bynot exponentially distributed and blocking probability depends
a shape parameter. We have experimented with different shapé on the load, i.e., the ratio of arrival rate and service rate.
values in the range 2.1 to 2.5 and found that results are similgor the above case of two types of flows, the aggregate arrival

bandwidth blocking ratio (%)
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However, as the number of small flows increases, it approaches
the performance of wsp(30). The reason is that routing under
psr is independent of the amount of bandwidth requested
while wsp is conscious of the bandwidth requested. However,
when the link capacity is much larger than a flow’s bandwidth
request, psr performs fine even though it is unconscious of the
requested amount. To illustrate this, we increased the capacity
of all links to 40 and measured the performance of both the
schemes under similar load conditions as in the previous case.
Fig. 13(b) shows that psr performs as well as wsp(30) when
all the flows are large and approaches wsp(15) as the number
1 s . . . of small flows increases. In the following, we argue further
0 02 04 06 08 ! that when bandwidth requests are significantly smaller than the
fraction of small flows . . . . .
@ Imk capacity, it is not necessary for psr to differentiate between
different bandwidth requests.
83 ' ' ' i In [26], it was shown that when the capacity of a link is large,
bt —o— - the blocking probability of a flow of typécan be approximated

Wsp (15) -3t as follows. Suppose that typéow requests fot; units of band-

bandwidth blocking ratio (%)

wsp (30) ---@--er

% a5k width and the load of typéflows on link! is ;. The blocking

K . probability for types flows on link ! is given by

2 af .

% i di Y vdi o«
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g st e e where¢ is an “equivalent rate” given by

e L, " 5 Z I/li dL2
.................... C Yvidi
) . . . .
0 0.2 ' 04 o f?ﬁ 08 ! In other words, the ratio of blocking probabilities of flow types
raction of smalflows andj would be same as the ratio of their bandwidth requests, i.e.,
(b) bi/bj ~ d;/d;. This implies that\ ;b1 /Aaby = ¢1/bo, i.€., the
Fig. 13. Variable bandwidth traffic. (&) = 20. (b) C' = 40. blocking rate of flows of a type is proportional to their fraction in

the total offered load. Consequently, performance of a equaliza-
rate ) is given byl = \; + A\, and the mean holding timg/,,  tion based proportional routing scheme would be same with or
is given by without categorizing the flows into different classes. However,
psr has to be extended to route flows with relatively large band-
1 - 1 xh 1 L width requests, since itis possible that a path that is good for one
poop At A g2 At A bandwidth request may not be even feasible for another band-
This heterogeneous traffic can then be treated as equivalenyigth request. In such a case, since the amount of bandwidth
homogeneous traffic with arrival rate mean holding time /., requested by a flow is known at the time of path selection, it
and the corresponding load/ ;s = A1/p1 + A2/ pus. So for a makes sense to utilize this knowledge in categorizing them into
given load, the blocking probability would be the same irrespebandwidth classes and routing them accordingly. Considering
tive of the mean holding times of individual flows. That is whythatin practice link capacities are much larger than an individual
the performance of the theoretical scheme, vcr depends onlyftav’'s bandwidth request, psr can be used as is to route hetero-
the overall offered load and not on the types of traffic. The prag€neous traffic in most cases.
tical scheme, psr also behaves similarly and hence psr can be e
employed as is to route flows with mixed holding times. D. Sensitivity of PSR
Varying Bandwidth RequestsVow, consider the case of We now study the sensitivity of psr to the settings of its con-
traffic with 2 types of flows, each requesting for differenfigurable parameters,andy. These parameters control the ob-
amount of bandwidth but having the same mean holding timservation period between successive computations of propor-
The bandwidth requests of flows are derived uniformly frortions. Whilen specifies the number of cycles in an observation
a range: 0.5 to 1.5 for small flows and 1.5 to 2.5 for largperiod,4 gives the number of blocks permitted per path in a
flows, i.e., the mean bandwidth of small flows is 1 while itycle and thus indirectly controls the length of a cycle. We have
is 2 for large flows. The holding times of all the flows areexperimented with several settings 9f{) and here we present
drawn from an exponential distribution with mean 60 s. Thile results of three different settings: (1, 1), (3, 5), and (5, 10)
performance is measured varying the mix of small and large Fig. 14. Two separate graphs are shown for readability. The
flows. Fig. 13(a) shows the bandwidth blocking ratio as tmaffic patterns and loads are varied to see the adaptivity of psr
function of the fraction of small flows. First thing to note isunder different settings. In scenario I, a load of 0.35 is offered
that psr performs poorly when the majority of flows are largdetween border nodes and in scenario Il, an additional load of
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causes all the sources to shun this link and consequently its uti-
lization decreases as the existing flows depart. This synchro-
nization problem is inherent in any global information exchange
based QoS routing schemes such as wsp. On the other hand, the
psr scheme does not exhibit such route flapping behavior. There
are two fundamental reasons for the stability of psr. First, in psr
each source performs routing based on its own local view of
the network state. Routing based on such a “customized view”
avoids the undesirable synchronized mass reaction that is in-
herent in QoS routing scheme based on a global view. Second,
| psr does proportional routing with a proportion assigned to a
scenario Il scenario ll path reflecting its quality. A relatively better path is favored by
0 500 1000 1300 2000 2500 3000 3500 4000 4500 sending larger proportion of traffic to |'F. It does not p|ckJust one
time (minutes) “best” path. The psr can also cause higher fluctuation occasion-
@ ally at the end of a cycle due to making some paths ineligible
and routing all the load along one or a few eligible paths. How-
ever, as proportions stabilize, duration of such fluctuations tend
be smaller. Considering all this we claim that a localized pro-
portional routing scheme such as psr is intrinsically more stable
than a global best-path routing scheme such as wsp.

flow blocking probability (%)

scenario |

F. Routing Overhead

] We now take a close look at the amount of overhead involved
pst(3,5) —— in these two routing schemes. This overhead can be categorized
psi(5,10) -omeree into path selection overhead and information collection over-
head. We discuss these two separately in the following.
The wsp scheme selects a path by first pruning the links with
i . . ‘ . . . ) insufficient available bandwidth and then performing a variant
0 500 1000 1500 2000 2500 3000 3500 4000 4s00  Of Dijkstra’s algorithm on the resulting graph to find the shortest
time (minutes) path with maximum bottleneck bandwidth. This takes at least
(b) O(Elog N) time whereN is the number of nodes arfdlis the
Fig. 14. Performance of psr under different ¢) settings: (a) (3, 5) versus total number of links in the network. Assuming precomputation
(1, 1) and (b) (3, 5) versus (5, 10). of a set of pathgk to each destination to avoid searching the
whole graph for path selection, it still need to traverse all the
0.05 is offered between hot pairs only and this hot load is ir“—nks of these prgcomputed paths. Thi_s amounts to an overhead
O(L), whereL is the total number of links in the st On the

creased to 0.10 in scenario Ill. Under all settings, psr ada&fﬁ] hand. th h selection i is simol . : f
quickly to traffic scenario changes. But psr(3, 5) blocks less@p €T hand, the pat s€ ect|_on In psris simply an invocation o
eighted—round—robin—Iike path selector [24] whose worst

flows than psr(1, 1) while no discernible difference betweel lexity | hich i h h f
psr(3, 5) and psr(5, 10). The performance difference betwegipe complexity IO(|R[) which is much less tha®(L) for

psr(1, 1) and psr(3, 5) is more evident in scenario Il where tH\éSNp' ider the inf ) llect head. |
overall offered load is high. In general, fewer the blocks per- ow consider the information collection overhead. In wsp,

mitted in a cycle, lesser the effect of proportional routing. Re?—ach source acquires a network-wide viewon the gtatus of Imks
liough link state updates. Every router is responsible for main-

atively longer cycles are needed to get a good estimate of ri lﬂ i .
y onger cy g g ining QoS state and generating updates about all the links ad-

proportions. Also, from the perspective of stability it is better t Cio it Th dat t eith odicall ft
change proportions gradually to reduce oscillations. From thd8&ENt 10 1L These updates are sent eliner periodically or after

results, we observe that 3 cycles and 5 blocks per path per Cﬁlgignificant change in the resource availability _since the last
seem to work fine and beyond that psr is relatively insensiti date. They_ are prqpagated to all the routers n the network
to its parameter settings through flooding. As in OSPF [17], each router is responsible

for maintaining a consistent QoS state database. This incurs
both communication and processing overhead. In contrast, the
routers employing psr scheme do not exchange any such updates

An essential feature of a good routing scheme is its ability tond thus completely do away with this overhead. Only source
avoid routing oscillations and thus ensure stability. It was showauters need to keep track of route level statistics and recompute
[29] that out-of-date information due to larger update intervafroportions after every observation period. Statistics collection
can cause route flapping in schemes such as wsp. When theiatpsr involves only increment and decrement operations costing
lization on a link is low, an update causes all the source nodasly constant time per flow. The proportion computation proce-
to prefer routes along this path, resulting in a rapid increasedare in psr itself is extremely simple and costs no more than
its utilization. Similarly when the utilization is high, an updateO(|R|).

flow blocking probability (%)

scenario |

scenario | scenario Il

E. Routing Stability
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V. RELATED WORK can judge the quality of paths only by routing some traffic along
am. It would have no knowledge about the state of the rest of

contexts, a survey of which can be found in [12]. The work mo € network. While the p_roportions for paths are adjusted to re-
relevant to ours is the distributed routing scheme proposedf ct the changing qualities of paths, the candidate path set it-

[13] where a set of multiple paths are probed in parallel, usiglf remains static. To ensure that the localized scheme adapts

tickets, for a satisfactory path. However, this approach requi svarying network conditions, many feasible paths have to be

the distribution and processing of these tickets by intermedigl?de cand|dat(_as. Itis not po§s!bleto_preselect afew good candi-
nodes. Minimum interference routing [9] is a scheme propos gte paths s_taucally. Hence_ Itis deswabk_a to supplement_ local-
recently that selects a path that interferes least with the routi'ﬁgd proportional routing w ith @ mechanism that dynamically
of future flows. While this scheme provides good routing perfoi- _ects a few good candidate path_s. We prpposed such a hy-
mance, it has significant computational overhead. The prop Ir—ld approach n [22] where a fe_w widest disjoint paths are se-
tional routing approach presented in this paper achieves the s ‘Fr?—ted as candidates based on infrequently globally exchanged

. : . . k state metrics and flows are proportioned among these candi-
ilar effect by gradually adapting the flow proportions assigne i
to paths ba)éegd on thgir blo?:kingg probabilﬁies which is angi’ncﬁigte paths based on locally collected path state metrics. We have

rect measure of interference of paths. also extended our proportional routing approach to provide hier-

The proportional routing schemes have been studied ( gh?cal routing across multiple areas in a large network. More
[3] and [15] and references therein) in the context of telepho gtalls can be found in [23].
networks. The dynamic alternative routing (dar) is a well
known routing scheme [7] where a source always tries the ACKNOWLEDGMENT

direct one-link path to the destination first and in case of 1,5 5,thors would like to thank the anonymous referees for
a (_:rankback choose; a twp-lmk path using sticky rOqtmgnany suggestions, which have helped improve the presentation
This scheme essentially sticks to a path as long as it cgihis paper significantly. They would also like to thank S.
accommodate offered traffic. An application of automata {9,y adurgam and R. R. Harinath, Department of Computer Sci-
the routing problem is given in [18]. The incoming flows arence yniversity of Minnesota, for their valuable input to this
offered to a pathr according to a probability distributiop,., work.
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