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Abstract—Opportunistic routing (OR) schemes, such as ExOR, use fixed bit-rate, and dynamic bit-rate selection for OR is
have been shown to provide significant throughput gains over considered an open problem [8].
traditional best-path routing schemes for wireless netwoks. There are many schemes proposed for selecting bit-rate

Though the performance of OR schemes depend on the bit-
rate, they currently use a fixed rate for transmitting packets. at the MAC layer [10]-{13]. But all of these schemes are

While several schemes have been proposed for selecting bite  interested only in determining the best rate for a single
for unicast transmission to a single receiver, none of themra receiver. They are suitable for traditional routing praisdhat

suitable for broadcast transmission to multiple receiversunder  forward the packet to a single next-hop along the chosen path
OR. This paper attempts to maximize the benefits of OR with However, they are quite inadequate for OR where packets are

dynamic bit-rate selection. We first define a new metric, Expeted . . . .
Anypath Communication Time (ExACT), that captures the time broadcast to multiple potential receivers. While the peabl

to deliver a packet to destination with a given rate at each hp  Of identifying the best rate for delivering a packet to nplki
under OR. We then propose Bit-rate Selection for Opportunisic  receivers is hard, it is even more so with OR. The ideal

Rfoutigg (BittShOR) i}\;florkitfw that lmir;imtEeS E>;ACT for ea}?g_?gg transmission rate under OR has to deliver the packet to sit lea
Or nodes In the network. Vve evaluate the perrormance of bl : H
using MIT Roofnet trace and demonstra?e significant potental one of the potent.lallnext-ho.p nodes (.Can_dlds':ltes), Prdﬁerab
improvement with dynamic rate over OR with the best fixed rate to the h'gheSt priority Cand'dat.e (which is “closer” to the
destination than all other candidates). Probably due to the
challenges involved in addressing this problem, previpusl
|. INTRODUCTION proposed OR schemes use fixed rate [5], [8] transmissions.
In this paper, we take a step towards designing a practical
Multi-hop wireless mesh networks are becoming increagdynamic rate selection protocol for OR by developing an
ingly popular for last mile connectivity due to their ease offfline algorithm for selecting the best rate at each nodeeund
deployment and low cost. Emerging commercial applicatio®R for each destination.
of multi-hop mesh networks such as community wireless We make the following contributions in this paper towards
networks [1] and city-wide broadband Internet access [2haximizing the performance of OR for wireless networks with
[3] might be coming to more metropolitan areas in the nedit-rate selection: 1) We propose a new routing meffie
future [4]. For most of these applications, the majority loé t pected Any-path Communication Time (EXACT) that captures
nodes are stationary and plugged in (not running on battehe total transmission time needed to deliver a packet from
power). Therefore the focus of most routing algorithms fax given node to its destination sending at the specified rate
these networks is to maximize network throughput. at each hop under OR. 2) We present the Bit-rate Selection
Opportunistic routing (OR) schemes that take advantafgr Opportunistic Routing (BitSOR) algorithm. The algabrit
of the broadcast nature of wireless transmissions have beetects the ideal bit-rate, the candidates at that bit-gaie the
actively researched over the past few years [5]-[8]. ORiority for each candidate for each possible destinatmas
works under the assumption that each transmission is mastminimize the corresponding EXACT. 3) We evaluate the
likely overheard by multiple receivers. The number of nodggerformance of BitSOR using the MIT Roofnet tracd §nd
overhearing a transmission is partly a function of the bidemonstrate significant potential improvement with dyrami
rate at which the data is transmitted by the sender. If thate selection over OR with the best fixed rate, particultoty
sender transmits at a low bit-rate, then its packet might biistant node pairs.
heard by some far away nodes due to low SINR (signal The remainder of this paper is organized as follows. Sec-
to interference and noise ratio) requirements at lowersratéion Il provides an overview of opportunistic routing and
But it would tie up the wireless channel for many of itexisting bit-rate selection algorithms. Our new path neetri
neighbors for a longer period of time due to the slowdor determining the best bit-rate for OR is presented in
transmission rate. Conversely, if the sender transmits atSaction Ill. We illustrate the need for bit-rate selection ©R
higher bit-rate, the packet loss probability would be higldl a in mesh networks and describe BitSOR in Section V. The
the number of potential receivers might be few [9], but th®IIT Roofnet trace based evaluation results are presented in
channel would be occupied for less time. Thus, the bit-raBection V. We discuss the challenges in designing a practica
used for transmitting affects the throughput of an OR schermeheme in Section VI. Finally, Section VII concludes and
significantly. Nevertheless, previously proposed OR s@®noutlines areas for further work.



1. RELATED WORK driver for Atheros cards [18] uses the Onoe algorithm which
A. Routing Metrics is much less sensitive to individual packet failure than the

ARF algorithm, and basically tries to find the highest biera

The minimum hop count metric used for routing has beeiﬂat has less than 50% loss rate. This algorithm is relgtivel

shown to not necessarily maximize the throughput of a flow T . : . . .

. : -conservative; once it decides a bit-rate will not work, itiwot

in a wireless network [14]. Expected number of transmis- ; :
ttempt to step up again until at least 10 seconds have gone by

smns(ETX) [14] _estlmates the number of t_ransmssmnse@etﬁ ceiver Based Auto-Rate (RBAR) [12] chooses the bit-rate
to deliver a unicast packet by measuring the loss rate g .
: . . ed on S/N measurements at the receiver. In CHARM [19]
broadcast packets between pairs of neighboring nodes. E . : .
. .—the authors uses a rate selection algorithm based on a moving
does not accurately reflect the cost of a link when multiple . .
) . . . verage of estimated path-loss at the receiver. In bothtbesa
bit-rates are available. A low rate link with a smaller ET o .
. . . schemes, the basic intuition is that channel quality seethdy
may actually be slower than a high rate link with a larger

ETX. Expected Transmission Time (ETT) [15] addresses igceiver is what determines whether a packet can be received

limitation of ETX by accounting for bit-rate. Both ETX and&pportunlsuc Auto-Ra-te.(OAR) [20]_takes anantage of kigh
bit-rates by opportunistically sending multiple backkaek
source to destination. This is not true for obportunistiii Jhta packets whenever the channel quality is good but is not
X bp g, g propriate for networks using OR. SampleRate [13] chooses

as a packet may travel along any one of the many potent¢ e bit-rate that it predicts will provide the most throughp

paths through candl_dates. [6] presents a new metric, Eemecbfased on estimates of the expected per-packet transmission
Anypath Transmissions (EAX), that reflects the number ®me for each bit-rate. We intend to use the general concepts

transmissions needed to deliver a packet from a node to(|) SampleRate while desianing a practical bit-rate sabecti
destination under OR. In this work, we extend EAX to take P gning a p

the bit-rate into account to define a new metric, EXACT. Scheme for OR.
B. Opportunistic Routing Ill. EXPECTEDANY-PATH COMMUNICATION TIME

Multi-hop wireless networks typically use routing tech- . (FXACT) ) ]
niques similar to those in wired networks [16], [17]. Redgnt Current bit-rate selection algorithms try to find the most
there have been many schemes proposed that take advantag&igient rate for sending with the assumption of a single
broadcast transmissions to send information opportaaiéyi 'eceiver and are not applicable to OR. Therefore, OR prégoco
Extremely opportunistic routing (ExOR) is one such routingUmently use a fixed sending rate. This brings us to the
scheme [5] where, for each destination, a set of next-hggestion: How s_h(_)uld auto-rate choose the be_st sendmg rate
candidates are selected and each of them is assigned aypridfj Order to maximize the benefits of OR? In this section we
according to its closeness to the destination. The high@gsent our path metric for routing which will be used by the
priority node is chosen as the next-hop for forwarding, raft@it-raté selection algorithm to select the best rate. .
the packet's transmission, among the candidates thatveztei 10 develop our auto-rate algorithm for opportunistic rogti
it. Therefore, the utility of OR hinges on inter-candidat¥/® need a new path metric that does not assume a single
communication and candidate selection. EXOR does not tdk&h- This is similar to EAX [6], which provides a metric
into account the availability of different bit-rates andnge for capturing the cost from source to destination assuming
may not select the best possible candidates. MORE [8] esterffdPacket could traverse any possible path. This new metric
EXOR by increasing the usefulness of forwarding duplicatidS termed Expected Any-Path Communication Time(EXACT).
due to unsuccessful inter-candidate communication. iezes Ve extend on the formula in [6] to account for all possible
this by linearly coding packet combinations at each hops th§énding rates. Because nodes could be sending at different
attempting to ensure that each packet has new informatié®{€S We must normalize each value to total communication
Due to this, they are able to mitigate the need for a robust 4#1€ instead of total number of transmissions, similar t][1
knowledgement scheme. In [8], the authors state that they woue to the 802.11 physmal layer preamble beilng transmitted
forced to evaluate OR at a fixed rate due to the unavailabil@j the lowest possible rate, we must take this into account
of an appropriate auto-rate mechanism for OR. This pap#pen determining the “effective” bit-rate. In this paper we
explores the scope for solving this problem by developing &€ focusing our work with 802.11b, which has a preamble

offline algorithm for bit-rate selection for OR schemes. ~ time of 192us. Due to this, the “effective” bit-rate is closer
. to optimal as the packet sizes increase because the preamble
C. Rate Selection time becomes a smaller portion of total communication time.

The original bit-rate selection algorithm was created fdrhe values calculated for 802.11b can be seen in Table I.
the WaveLAN-II 802.11 cards [10] called Auto Rate Fallback To simplify computation, we assume that acknowledgement
(ARF). Adaptive Auto Rate Fallback (AARF) [11] is an extenfeception ratio is 100%. This is a reasonable assumption if a
sion of ARF where step-up parameter is doubled every tinopportunistic routing scheme such as MORE [8] is used that
the algorithm tries to increase the bit-rate and the subls@qudoes not require strict coordination among candidate nodes
packet fails. This is helpful when packet failures take ufor forwarding. We calculate the total communication tiroe t
a large amount of transmissions time. The MadWifi devideansmit a packet from a soureeto a destinationd, given
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(a) 5.5 Mbps (b) 11 Mbps (c) Dynamic Rate

Fig. 1. Sample topologies, extracted from Roofnet tracéh.Btmbps, 11 mbps and optimal opportunistic rate for sounmerb and destination node 0.
White nodes indicate node using 11mbps, gray nodes indicatde using 5.5mbps for broadcast, black nodes indicateednuodes for that network instance.
Invalid or unused links are represented with gray dottedvesrand valid links are represented with solid black arrows.

TABLE |

EFFECTIVE SENDING RATES FOR802.11B A. lllustration
Bit-rate || 200 bits | 1000 bits || 4000 bits | 12000 bits F|_g. 1 lists a set of topologies reIeva_nt f_or opportunistic
1 05102 | 0.83893 | 095427 | 0.98475 routing between source node 5 and destination node 0. These
2 0.68493 | 1.44509 || 1.82482 | 1.93798 were extracted from the Roofnet trace for two different bit-
5.5 0.8758 | 2.6751 || 4.35127 | 5.05515 R O E ;
- 0.95156 | 35347 || 719895 | 935374 rates, 5.5 Mbps in Fig. 1a and 11 Mbps in Fig. 1b. Fig. 1c

is the resulting network when each node determines the best
sending rate using the EXACT metric. The EXACT values
can be seen in Table IR?, and V. We include all nodes
ed at any of the rates chosen. This is to help illustrate the
changing opportunities at each node when selecting the best
ending rate. Unused nodes in a certain network instance are
haded black, and their unused links are dashed and shaded
gray. The solid black links show connections to each caneida
that makes forward progress based on the EXACT metric for
L4+ 3 EXACT(c; d, ) fi [[;—1(1— f;)  destination node O.
1-IL(-f) For illustration, let's look at node 24 in Fig. 1. In Fig. 1a it
! is not involved in the forwarding at all. The EXACT values for
The above equation is composed of three core partsis nodes 23 and 8 do not indicate forward progress with a fixed
the amount of time it takes to transmit a single packet at bitetwork rate of 5.5 Mbps, so we do not have a path traveling
rater. EXACT(c;, d, r}) fi [];—1(1 — f;) is time frome; to d  through node 24. In Fig. 1b, node 24 is involved in forwarding
taking into account the probability thatdelivers successfully and it has chosen a rate of 11 Mbps. Node 24 is actually the
to ¢; and fails to deliver to higher priority candidates. Finallyynly node with a connection to destination node 0. Finally, i
we divide by 1 — J[,(1 — f;), which is the probability of Fig. 1c with dynamic rate selection, node 24 has been chosen
successfully delivering the packet to one of the candidates be one among the three nodes to send at 5.5 Mbps. It is also
The candidate selection process is explained in much merg longer the bottleneck node along the path to destination
depth in [7]. node 0. Source node 5 has gained many more chances for
opportunistic routing and its resulting EXACT value reftect
IV. BIT-RATE SELECTION FOROPPORTUNISTICROUTING  this. By using rate selection for our opportunistic routing
(BITSOR) have gained more routes and have also been able to avoid a
The bit-rate that yields the minimum ExXACT value is th¢gossible bottleneck link from node 24 to node 0. These types
ideal rate at which source nodeshould broadcast a packetof gains occur frequently in the Roofnet trace data. We explo
to its candidates corresponding to destinatibnSince the the results in more detail in Section V.
EXACT expression is recursive, the computation starts at th )
destination and works backwards, calculating the minimufh Routing Protocol
EXACT value at each candidate next-hop until the minimum Our opportunistic routing protocol is based on the pro-
EXACT value and the corresponding rate at the source is posed EXACT metric. It involves the updating of EXACT
known. This resulting value is the total time to transmit @alues, selecting candidates, and prioritizing them. rAfite
single packet at rate* from s to d with the candidate set EXACT values are calculated for each node and each rate,
C*%. We call our rate selection algorithm BitSOR (Bit-ratehe candidate set is constructed. All neighboring nodes tha
Selection for Opportunistic Routing). have a lower EXACT value to the destination than the current

the candidate sef*¢. Suppose candidatg is the candidate

with priority 4 (with 1 being the highest). Suppose that pack
delivery probability froms to Cf’d is f;. Each node has a set
of available rates. Let denotes a specific effective sendin
rate (in Mbps) at node, andr} denote the ideal transmission
rate for packets frona; to d. Then we have,

EXACT(s,d,r) =



node (in other words that make forward progress to tr 0
destination) are included in the set. The candidates are thg,., g

has highest priority). Gathering the delivery probalaktifor 5 [
EXACT values can be done by periodic probes [13] or bion

estimating reception probability at the receiver like in9J1 ¢
If there is bidirectional traffic or ACKs, this informatioran

be continually updated if the receiver embeds the delivel © el difod G g 00 7 o g ehe om g o
probability in the reverse traffic. The interval between EXA (@) 11 Mbps (b) 5.5 Mbps

value updates can be selected based on the frequencyri@f2. The EXACT value (in seconds) with opportunistic iogtwith
delivery probability changes. In [13] it was shown that ang§ynamic rate vs. opportunistic routing with various fixedesa The packet

updates within 10 seconds are not helpful but this can varg® 'S 12000 bits.

from one topology to another. We are currently working on
a practical opportunistic routing protocol taking thespess frequent path cost changes that might have to be updated at

into consideration. neighboring nodes. Conversely, 5.5 Mbps is much less prone
TABLE Il TABLE il to have constantly varying EXACT values.
VALUES FORFIG. 1A VALUES FORFIG. 1B The box plotin Fig. 3 shows the mean, median and standard
deviation for the EXACT values of dynamic rate and all fixed
Node || EXACT | Cands Node || EXACT | Cands. Th b h he fi df h i h
5 13348 T 37 5 11650 | 238 rates. The error bars show the first and fourth quartile to the
37 3854 | 26,0 23 9290 31 minimum and maximum EXACT values respectively. We can
26 2373 0 38 1190000 %2 again see that the variation of EXACT values at 11 Mbps is
1% ;630 3g greater than the average dynamic rate EXACT value for the
35 7930 24 entire fourth quartile. Fig. 4 shows the gain over fixed-rate
24 6620 0 schemes for a different number of hops. The gains are higher

for four and five hops and these results also corroborate the
results in Fig. 2 and 3 showing a humber of pairs performing
very well with optimal dynamic rate while many perform

In this section we present offline simulation results to 8sseabout equal. The number of (src,dest) pairs selecting a data
the gains that can be obtained by using an optimal bit-ratge varies with the size of the packet and is shown in Fig. 5.
selection algorithm for OR. We used the publicly availablat lower packet sizes there are more 5.5 Mbps links but as the
Roofnet trace data, obtained from 90 second transmissipnsgycket size increases, the 11 Mbps links dominate the nketwor
each node in the network. The first set of results are basedqils is because of the physical preamble overhead (492
the average delivery ratios over the entire time for eack linwhose significance decreases with an increase in packet size
For the second set of results, we extracted the delivergsratirhis results in a higher increase in effective rate of 11 Méps
for each link during 85 one-second snapshots of the netwoHigher packet size when compared with 5.5 Mbps and thereby
reduces the EXACT value for 11mbps links.

V. EVALUATION

A. Topology based on delivery ratios over entire trace
Our first evaluation is the comparison of total time foB. Shapshot topologies based on one second averages

dynamic rate vs. fixed rate opportunistic schemes for eachSignal conditions vary frequently and the resulting change
(src,dest) pair. Fig. 2 shows scatter plots of all node dairs to delivery ratios and the topology may effect the optimal
11 Mbps and 5.5 Mbps respectively. In the 11 Mbps case, m@g#t-rate. To see this affect we created topology snapshots
of the node pairs perform only slightly better with dynamigy extracting delivery ratios of all links for each second.
rate but for some node pairs fixed rate can be four times worgs. measuring the improvement variations and optimal-rate
In contrast, 5.5 Mbps performs consistently worse than Variations we show how often the optimal rates change and
Mbps but the most variation seen is less than half. This woulidw many (src,dest) pairs operate at a given optimal ratg. Fi
imply that always sending at 11 Mbps would result in morg and Fig. 7 show the aggregate ExACT improvement over
fixed rates for each snapshot for 12000-bit packets and 4000-

TABLE IV b_it packets respectivel_y. It can be observed that at onvekqeia
VALUES FORFIG. 1C sizes there are more links using 5.5Mbps (resulting in a towe
. speedup value) and hence the resulting gain from fixed rate
Node || EXACT(in us) | Rate (mbps)| Improvement| Cands 5.5Mb d hile th . 11Mb . Wi
5 5080 =5 30.6% 3723 . ps reduces while the gain over ps increases. We
37 3510 5.5 N/A 0,26 can also see again the stability of 5.5 Mbps even over 85 one
23 6240 1 32.8% 131 second intervals. In Fig. 8, the number of times the selected
1 4910 11 N/A 37,24 te ch h tire t i i ditst
a1 5100 n 35.7% 2% rate changes over the entire trace time at one second iterva
26 1310 11 N/A 0 is shown for each (src,dest) pair. We can see that there is a
24 3780 5.5 42.9% 0 significant amount of change occurring for each node pair.
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Overall we have found significant improvements can 105 1 o & o
found by selecting appropriate rates in opportunisticingut Topology snapshot time (seconds)

Some of the potential is not reflected in the Roofnet top@s; . _ o
because of the fewer (4) 802.11b rates and fewer nodes in fife & _Percentage improvement in total communication tfure85 one
network. It is also due to the delivery ratios measured with

any internal interference which enables a disproportiega
large number of 11 Mbps links as shown in Fig. 9. With

3 30 ‘
mesh network using 802.11a radios, there are a total of 8 3;'
rates available and the need for selecting optimal ratetm 2 | 1
be even more significant. We plan to test this hypothesis ¢ g - |
testbed soon. g ;
VI. CHALLENGES AND DISCUSSION | LY LT

Bit-rate selection for OR can be approached in many we % o WY N T A AV
Simple local heuristics can be used to reduce state prapag 2 | / ¥ VoL ATAAAY T
overhead but might not give a global improvement. ' 2 |/ P ? A r
intuitive ideas can be picking the rate which is best for m  § *°f' - v "
of the candidates and picking the best-rate of the next- ® | ]
candidate with the best ETT. It is not immediately clear ¥
these approaches will result in a near-optimum value. BRS 105 % ) _ % %
selects rates that minimize the EXACT values. Topology snapshot time (seconds)

Thus far we have presented an offline bit-rate seleci _. . . o
. . . Fig. 7. Percentage improvement in total communication tfore85 one
protocol which requires each node to have the delivery ratigcond topology snapshots. 4000 bit packets
information from every other node in the network. This is
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consistency is much higher and distance vector updatesiwoul

be much less frequent. If the node wished to choose 11 Mbps,
it may choose to not update when its EXACT value varies but,

on average converges to its reported EXACT value.

VII. CONCLUSION AND FUTURE WORK

Bit-rate selection for opportunistic routing is an intdneg
open problem. In this work we address this problem by
proposing a new metric, EXACT, and a new bit-rate selection
algorithm, BIitSOR, to select the ideal rate for OR. Our
evaluation based on the Roofnet trace data has shown that
dynamic rate selection performs significantly better thdd O
with the best fixed rate, particularly for distant node pairs
It also indicates the scope for further improvement in other
topologies with 802.11b and networks using 802.11a radios.
We are currently running the MORE [8] implementation on
our testbed of Atheros chipset based routers, which we are
extending to use BitSOR to determine the appropriate sgndin
rate.
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