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Abstract Human interaction recognition is an essential task
in video surveillance. The current works on human interaction
recognition mainly focus on the scenarios only containing the
close-contact interactive subjects without other people. In this
paper, we handle more practical but more challenging scenarios
where interactive subjects are contactless and other subjects not
involved in the interactions of interest are also present in the
scene. To address this problem, we propose an Interactive
Relation Embedding Network (IRE-Net) to simultaneously
identify the subjects involved in the interaction and recognize
their interaction category. As a new problem, we also build a
new dataset with annotations and metrics for performance
evaluation. Experimental results on this dataset show
significant improvements of the proposed method when
compared with current methods developed for human
interaction recognition and group activity recognition.

Keywords human-human interaction recognition, multiper-
son scene, contactless interaction, human relation modeling

1 Introduction

Human-human interaction (HHI) recognition is an essential
task in social scene understanding, which has many
applications in video content analysis, such as social relation
analysis [1], pedestrian trajectory tracking and prediction
[2,3], and abnormal behavior analysis [4,5]. In recent years, it
has been attracting more interests, which is evidenced by the
release of many HHI datasets, such as UT interaction [6], SBU
Kinetic Interaction [7], and AVA [8] datasets. These datasets
contain different categories of human interactions, such as
hugging, shaking and patting, and significantly boost the
research on human interaction recognition.

There are two common characteristics for most of the
existing HHI datasets, as well as the human recognition
methods developed/evaluated on these datasets: 1) The
subjects involved in an interaction are usually close to each
other, e.g., two persons in hand-shaking have physical contact
with each other. 2) Except for the interactive subjects, there
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are no other subjects in the scene, or the interactive subjects
obviously dominate the content of the image, as shown in
Figs. 1(a) and 1(b). However, these data and the algorithms
developed on these data do not reflect the complexity in
practice. In many real scenes, the interactive activities occur in
the multi-person scene, e.g., a party or other social events,
which usually include many other subjects not involved in the
interaction, as shown in Fig. 1(d). Further, in many
applications, we are interested in the interactions where the
involved subjects may not have body contact and even keep a
distance from each other. For example, two persons may greet
each other by keeping a social distance (e.g., under the
situation with pandemic), and such an interaction is
contactless. As shown in Figs. 1(c) and 1(d), in this work, we
aim to study a new problem of contactless interactive
activity recognition in the multi-person scenes, i.c., we both
identify the interactive subjects from non-involved subjects
and recognize the interaction category.

This work takes a step to extend the current HHI research to
HHI in more practical multi-person scene, which has many
potential applications and could benefit the real-world video
surveillance and abnormal behavior analysis [9—11]. As a new
task, in this work, we first focus on a basic and common
situation, where one interaction of interest involving two

Fig.1 An illustration of different interactive activities. (a) “Pushing” in UT
interaction dataset and (b) “Shaking” in AVA dataset. (c—d) Contactless
interactive activities in the multi-person scene that are studied in this paper,
where red bounding boxes indicate the interactive subjects
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interactors appears in the scene. Even so, given the coupling of
contactless-interaction characteristic and multi-person scene,
this problem is much more challenging than those studied in
previous works. First for the multi-person scene, without
knowing the interactive subjects that are conspicuous in
existing HHI [8,12,13], we have to take the relations among
all the subjects into consideration. Second, the distance
between the contactless interactors is not distinguishing with
the distances among other subjects, thus the interactors are not
easy to be discovered by simple spatial distances among the
subjects like previous works [1].

Specifically, this problem is different from those studied
in the existing HHI datasets, e.g., UT-interaction, SBU
Kinetic Interaction, BIT [14], and ShakFive2 [15], in which
only the interactive subjects are present in the scene without
other salient subjects. While some other datasets, like AVA,
contain multiple-person scenes and some interaction
categories without direct contact, they are different from our
task in the following aspects. First, in AVA the interactive
subjects usually get close with each other and are always the
focal targets of the camera due to the nature of movie shooting
style. This makes the salient interactive subjects to be easily
cropped/highlighted out from the scene. Besides, only a small
portion of videos in these datasets contain more than two
humans or the interactions without body contact. Prior
research on group activity recognition also involves the scene
with a group of people. But group-activity recognition
methods cannot be directly applied to solve our problem since
they usually take the information from most people in the
scene to predict an overall group activity. While in our
problem, we aim to detect the /ocal/ human-human interac-
tion — the combined use of all/most subjects may easily
overwhelms the features of the interactive subjects.

In this work, we propose a new interactive relation
embedding network (IRE-Net), which aims to simultaneously
identify the interactive subjects (interactors) and recognize
their interaction category. Specifically, in IRE-Net, we first
apply both the appearance and spatial information of each
subject for individual representation. We further design a
novel pairwise-interactive-relation cube structure to represent
the relations between each pair of subjects. We finally develop
a multi-head multi-task module to simultaneously predict the
interactive relation and interaction category in the multi-
person scenes. To verify the effectiveness of our method, we
collect a new dataset for contactless HHI recognition in multi-
person scenes.

The main contributions of this paper are:

1. In this work, we study a new problem of contactless
human interaction recognition in the multi-person
scenes, which is more practical for crowd video
understanding compared to existing HHI recognition.

2. We develop a new IRE-Net for the proposed problem,
which combines the appearance and spatial features and
further uses a novel interactive relation embedding cube
to achieve the individual-to-group short-to-long feature
aggregation. Our method can be used to identify the
interactor and recognize their interaction category

simultaneously.

3. We build a new dataset and define new metrics for
performance evaluation. We will release the videos,
annotations, and evaluation toolkit to the public.

2 Related work

Human-human interaction recognition is an essential step
for understanding complex human social activities and plays
an essential role in surveillance video analysis. Some popular
datasets include UT-interaction [6], BIT [14], SBU Kinetic
Interaction [7], and ShakeFive2 [15]. They provide a wide
range of interaction categories but involving only two actors
with interaction in the scene. Existing HHI recognition
approaches are mainly based on the human appearance
[16—21] or skeleton features [22—24], or both of them [25].
Methods like [16—19] use 3D ConvNets to extend 2D image
models, or decompose the convolutions into separate 2D
spatial and 1D temporal filters [26—28] for capturing the
spatiotemporal appearance features. Recognizing human
interaction from skeleton data also attracts many interests
[22—24]. Besides, several works also use the trajectory
information of the person in action recognition [29,30] based
on hand-crafted features. The above methods mainly focus on
the HHI in the two-person scene. In most recent years, the
authors in [31] propose a novel framework that simultane-
ously considers both implicit and explicit representations of
human interactions. Also, the method in [32] adopts a hybrid
learning model to the spatio-temporal relationship and
occlusion relationship among the people for interaction
recognition. The approach [33] addresses the multi-person
human interaction recognition in images instead of the videos
using the keypoint based feature image analysis. For most of
the above datasets and methods, there are only interactive
subjects in the scene without any other salient subjects, or the
salient close-contact interactive subjects can be easily
cropped/highlighted out from the scene. This is unpractical in
many real-world applications.

HHI recognition in multi-person scenes has also been
studied recently. For example, several works collect the video
data from TV shows, films, and web videos, such as TV
Human Interaction [34], AVA [8], Kinetics [12,13], and
HACS [35] for HHI recognition. Besides, CMU panoptic
dataset [36] provides videos of a group of people in social
engagement. Most of these datasets focus on the interactions
where 1) the interactive subjects get close to each other [35];
2) the interactive actors are the focused targets in the camera
due to the nature of movie shooting style [8,34]. In general, it
is easy to identify the interactive actors in these datasets given
that 1) the interactive actors show close contact or relative
small distance with each other, and 2) the interactive actors
usually exhibit dominating visual saliency in the scene.
However, this is not always the case in the real world.
Recently, a new dataset is proposed in [37] to detect the
human social group and group activity. Based on it, the
authors in [38] study the human social relation representation
using a self-supervised method. Further, the panoramic human
activity recognition is proposed to jointly recognize the
individual action, interaction and global activity in a multi-
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person scene [39]. The interactions in these works are also
contacted and related to the human distance. However, many
important HHIs, e.g., waving to a distant person, are not
apparent to identify, especially in the multi-person scene [11].
In this work, we focus on the more challenging contactless
interaction in the multi-person scenes.

Also related to our work is group activity/relation
recognition [40—43], which usually considers both the spatial-
temporal individual information and the relationship among all
the subjects in the scene. Several group activity recognition
methods attempt to utilize positional information by
leveraging some prior knowledge [44,45]. The main
difference between our task and the group activity recognition
is that the latter is more concerned about the overall video-
level activity based on the actions of all or most people in the
scene [46] or some key actors with obvious actions [47]. In
contrast, our task needs to distinguish the underlying
interactors by taking all the subjects in the scene as
candidates. The group relation task, e.g.,, the social
relationship detection (SRD) [48,49] and human-object
interaction (HOI) [50,51] detection, are also different from our
task. Specifically, SRD aims to identify the global relation of
all the involved subjects in a scene, e.g., friends and
colleagues, via many human attributes, e.g., age and job. HOI
is a very popular topic with many literatures in recent years
[52—-56]. However, HOI task depends on inherent priors of
common sense and makes the interaction type highly related to
the involved subjects. Differently, our task has no such
attribute or prior, and each subject may join any type of
interaction with any other subject.

3 Proposed method

3.1 Overview

We propose an Interactive Relation Embedding Network
(IRE-Net) to simultaneously identify the contactless
interactive subjects and recognize their interaction category
for contactless HHI relation embedding in a multi-person
scene. Specifically, as shown in Fig. 2, the proposed IRE-Net
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adopts not only the video image but also the involved multi-
person spatial trajectories as input. We first use a short-term
individual feature extraction method to obtain the feature for
each subject, in which we use the GRU for temporal motion
feature representation (Section 2). After that, we leverage a
relation embedding strategy to integrate the individual features
into a pairwise relation representation cube to model the
mutual interactive relations among the multiple persons. This
mainly models the spatial relations among the subjects in a
short term. Then we apply a BiGRU network to aggregate the
long-term feature in all short terms over the whole video. The
obtained spatial-trajectory feature and long-term aggregation
can better model the temporal relation variations appearing in
the contactless interactions (Section 3). Finally, we fed the
relation representation into a multi-head multi-task readout
network to simultaneously identify the interactive subjects and
recognize the interaction category (Section 4).

3.2 Individual feature extraction

Given a video sequence, we first split it into K segments with
the same length. We sample N frames with short intervals,
e.g., 5 frames, in each segment, and such short-interval
sampled frames from each segment can better capture the
whole process of rapid actions. In total, for a sequence of K
segments, we sample KXxXN frames. We next present the
feature extraction of each subject i from the sampled short-
term N frames, i.e., the spatial-aware and appearance features
of each subject.

Spatial-aware feature Unlike previous works mainly
focusing on the human appearance or skeleton features, the
proposed method models the multi-person spatial distribution
and variation information by using the human location and
trajectory. To capture the individual spatial-aware feature, we
choose its 2D position coordinate and moving direction
vector. For the ith subject in the tth frame, we denote its 2D
position vector as p§ = (x;,y;) € R%. We further calculate the
(short-term) moving direction vector d!=p/*—pi~e R
where we empirically set / as 4. To capture the temporal-
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aware features, we further employ a single-layer GRU to
integrate the positions of the same subject over the sampled N
short-term frames in a segment as h!= GRU(concat(p},d’),
hf‘l),t =1,2,...,N, where h; denotes the embedded temporal
features on frame ¢, and hl.1 is initialized by the Xavier method
[57]. This way, we use the final hidden state, i.e., hﬁ\' as the
spatial-aware feature F; of the subject i.

Appearance feature Following the feature extraction
strategy used in [45], we employ Inception-v3 [58] to extract
the multi-scale feature maps within each human bounding
box. Then we use RolAlign [59] to resize the extracted
features into the same size. After that, we apply multiple 3D
convolutional layers with a kernel size of 3x1Xx1 to
aggregate the temporal information over the N frames in a
segment. After that, a fully connected (FC) layer is applied to
get the appearance feature for each subject. For convenience,
we denote the appearance feature of subject i in a segment as

3.3 Interactive relation cube embedding
After extracting the individual spatial and appearance features,
we aggregate all of them by a relation graph.

Node representation Given Jf subjects simultaneously
appearing in the scene during a short-term segment. The graph
node feature vector F; of the subject, is constructed by
concatenating spatial-aware and appearance features, i.e.,

F; = concat(F;},F{), ie1,2,...,M. (1)

Cube representation The graph edge feature vector from
node i to j is set by E; ; = fc(concat(F;,F))), i,j€1,2,...,M.
The edge feature E;;€RM is used to denote the co-
embedding representation within each pair of subjects. As
shown in Fig. 2, we propose a novel interactive relation
embedding cube E € RM*M*Ne that piles up all the M x M
edge features, to model the pairwise relation among all the pf
subjects appearing in the scene during each short-term
segment.

Long-term representation aggregation We then consider
all the segments in the whole video, as shown in the right of
Fig. 2. For a video with K segments and M subjects appearing
in the scene, in each segment k, we can construct a short-term
relation-aware feature cube denoting as EF e RMXMxXNe a5
discussed above. In total, we get K feature cubes E*,
k=1,2,...,K. We then apply a multi-layer bidirectional GRU
to aggregate K short-term relation cubes into the long-term
representation as

H = GRUEMHF 1) e RIMN | = 12, K. (2)
As shown in Fig. 2, the aggregated feature cube H* has the
same structure as EX but is with different number of channels,
i.e., N;. We denote Hﬁ e RM as the ith row, Jjth column vector
of HK, which implicitly represents the relation between the ith
subject and jth subject. In the next section, we elaborate on
the use of H¥ for interactor identification and interaction
category recognition.

3.4 Multi-head multi-task interaction prediction
In this section, we denote H* as H for simplicity, based on

which we further discuss the output of interactor and
interaction prediction via IRE-Net as shown in Fig. 3. The
interaction category prediction is classified into two tasks —
the individual level for each subject and the global level for
whole video, respectively.

1) Interactive relation predication As shown in Fig. 3(a),
we first apply a 2-layer FC operation to compress H along the
channel dimension (Z-axis) and get fc(H) € RM*MX1 then we
flatten the obtained matrix into a one-dimension vector

vy = flatten(fc(H,dim = Z)) € 7€M2, (3)
on which we apply a softmax operation and then reshape the
output vector into the matrix as the original order

R = reshape(softmax(vy)). 4
The obtained ReRM*M can be taken as the interactive
relation probability matrix among the M subjects, and we
have 22’{ qle(p,q) = 1. Then we can define the interactive
relation loss as

Lr= ZLbc(Rz,Rtgt), )
t

where Lj. denotes the binary cross entropy loss, and we
accumulate each frame ¢ in a segment.

2) Individual interaction category prediction As shown in
Fig. 3(b), to predict the interactive category (including all C
interaction categories and the non-interaction) of each subject
i in segment k, we first compress H along the second
dimension (Y-axis) by taking the maximum value (the reason
for using maximum here will be discussed later)

M = max(H,dim = ¥) e RM*M (6)
we then apply an FC layer fc: M XN; - M X(C+1) and the
softmax operation, to define the individual interaction
category vector

v; = softmax(fc(M)) € RE*!, 7

which is to apply supervision of interaction category on each
subject, including the category of non-interaction as

: (a)

Eq.(9) v Eq.(10) g%ri’
X LG
Fig. 3 Illustration of interaction prediction via IRE-Net. In the XOY plane,

the three sub-tasks in this problem are modeled as a point, a line, and a face
(with red color) of the proposed relation cube, respectively
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Ly= Z LC(Vx,Vtgt), ) our overall loss function on segment k as Lf=Lp+
7 Ly + L+ Lyi(mg,mp,my), where Lp, Ly and L are

where L. denotes the cross entropy loss.

3) Global interaction category prediction. Finally, as
shown in Fig. 3(c), we define a vector g¢ to predict the
interactive category of the whole video. Specifically, we
compress H along both the first and second dimensions (XOY-
plane) by take the maximum value and get

m = max(H,dim = XOY) € RV, ©
then we apply an FC layer fc: N; = C followed by a softmax
operation and get the global interaction category vector as

g = softmax(fc(m)) € RC, (10)
where C denotes the number of interaction categories. The
global interaction category prediction loss is defined as

LG = LL'(g7 ggt)’
where L, denotes the cross entropy loss.

Note that, existing works usually aggregate the features
among the subjects in Eqs. (6) and (9) using the relation
matrix R as weight, i.e., M=sum(HOR,dim=Y) and
m = sum(HOR,dim = XOY). We use maximum operation for
feature aggregation to make the features of the subjects with
interaction more discriminative from others. It also alleviates
that the predicted relation matrix with error may disturb the
feature aggregation thus impact the interaction prediction. The
ablation study in Section 3 will verify this point.

Discussion about the advantages of IRE-Net: 1) For the
short-term individual feature extraction, we apply a dual-
branch network to extract both the appearance and spatial
features of each subject. Unlike previous human/group action
recognition methods that mainly focus on the human
appearance and skeleton features, we find that the spatial
distribution and relation among the multiple subjects are
important in our task. The proposed deep spatial-relation-
aware features are helpful in finding the contactless HHI.
2) Since two subjects far from each other could have the
contactless interaction, we propose a simple and effective
strategy that uses a relation graph structure to integrate the
individual features into a pairwise-relation representation for
all the underlying interactors, which is important for the
interactive relation discovery. 3) The short-long-term feature
aggregation captures the short-term action-level (several
frames) and long-term event-level (whole video) information,
both of which are useful in our task.

IRE-Net novelly constructs the interactive relation cube,
which is followed by a multi-task multi-head module to jointly
handle: 1) interactive relation detection, 2) individual
interaction recognition, 3) video-level interaction recognition.
The representation of these three tasks could be
simultaneously modeled from a point, a line, and a face of the
same feature cube, as shown in Fig. 3. Thus, the total structure
of the network stays simple and we can fully reuse parameters
in handling these three tasks.

(11)

3.5 Implementation details
Loss function Taking the segment k for example, we employ
four loss functions, i.e., Lg, Ly, L, Lui, and add them up as

defined in Egs. (5), (8) and (11), respectively and m, denotes
the compressed feature in Eq. (9) of the video a, and m,,,m,,
denote the features of the videos with the interaction
categories that are the same as or different from the one in
video a, respectively. Ly; is the triplet loss function defined in
[60]. The overall loss function on the whole video is the
summation of L over all K segments.

Network training We adopt Inception-v3 [58] as backbone
network, i.e., the 2D Convs in Fig. 2, to extract 1,024-
dimensional features of each frame and then use RolAlign
[59] to extract and resize the feature of each bounding box to
the size of 5x5 with 288-dimensional features. Due to the
GPU memory limit, we train our model in two stages
following [45]. First, we fine-tune the ImageNet pre-trained
backbone network, on our datasets. We use a single frame
randomly sampled from each video as input to train the
backbone without other components. After training, we fix its
parameters and used it to extract each frame’s features in our
dataset. Then we use the saved features and the bounding
boxes to train the other parts of the proposed framework.

Network inference In the inference stage, we
simultaneously obtain 1) interactive relation among the
subjects, 2) the individual interaction category of each subject,
and 3) the global interaction category predictions of the
sequence. First, for the interactive relation, after getting the
interactive relation matrix in Eq. (4), we calculate an
interactive relation score P; € [0,1] to predict whether the ith
subject is an interactor or not with Pizzj”i R j, which
involves the interactive relation probability between ith
subject and all other A7 — 1 subjects. The interactive relation
result is true if the predicted score P; of subject i ranks in the
top 7 among all P, for m=1,2,...,M. In this paper, we
consider the situation that there is at most one pair of HHI
interactors in the scene thus we set 7=2. Second, the
individual interaction category prediction of subject i can be
obtained by argmax(v;), where v; is defined in Eq. (7). Third,
the global interaction category prediction is calculated by
argmax(g), where g is defined in Eq. (10). Note that, the
interaction prediction obtained by Eq. (10) is computed for
each segment, so we use a voting strategy to integrate the
results from all segments and get the video-level prediction,
under the assumption that each video contains one interaction
label in our problem as clarified earlier. We do not apply the
integration strategy for the interactive relation and individual
interaction category because there usually exists subject ID
shifts when associating humans in the MOT algorithm.

Experimental settings We use stochastic gradient descent
with Adam optimizer to optimize the parameters. The batch
size in training and testing is 16, and we train the framework
for 100 epochs. We implement our method based on the
PyTorch framework.

In this work, we obtain the person bounding boxes and over-
time identity label by a state-of-the-art MOT algorithm
FairMOT [61]. We also adopt a missed subject filling strategy
for remedying the failed MOT results, which will be discussed
in the following. We set the number of segments K as 7, and
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the sampled frames in each segment N as 5, the dimensions of
both appearance feature and spatial feature are 128. We set M
as a fixed number of 30, which exceeds maximum number of
subjects in each video in our dataset. We know that it is
difficult to be satisfied that there are M subjects in the scene
over the whole video, not to say all the videos in the dataset.
This way, we propose a “Missed subject filling” strategy to
handle the videos with different subjects for training together,
which is presented in the following.

Missed subject filling strategy In the proposed method, we
use a MOT algorithm for the over-time human association as
the input, which may not always be accurate given the mutual
occlusion. We find that the MOT errors may occur where one
subject loses its original ID and obtains a new ID in the
following frames. However, as discussed in Section 3, we
assume there are M subjects in the scene over the whole
videos. Given the failed subject tracking, or a subject may
leaves or appears in the field of view of the camera, it is
difficult to be satisfied that there are M/ subjects in the scene
over the whole video, not to say all the videos, which contain
different number of subjects in the dataset. This way, we
proposed a simple missed subjects filling strategy to handle
the above problem.

Our basic idea and rule are presented as below. 1) Exclusion
rule: The different human IDs appearing in the same frame
must belong to different persons. 2) Compatibility rule: The
human IDs never simultaneously appearing in the same frame
(for the whole video) may belong to the same person.
Specifically, for example, the subject A is not detected from
frame | to 71, as shown in the top row in Fig. 4, thus we fill the
absent range for such subject with another one from all the
other possible subjects by comparing their feature similarity.
By selecting smallest Manhattan distance between the
features, we fill the subject B which appears in frame | to ¢
but does not appear in frame #; +1 to 7. Here the possible
subjects filled for A are those never simultaneously appear
together with subject A at the same time. For the subject
without possible candidates to be filled, e.g., the subject C
during #, to T in Fig. 4, we fill the absent range with its
historical/future average feature. Note that, during the
inference stage, we remove all the filled subjects to ensure that
one subject is predicted with only one label.

4 Experiments
4.1 Dataset and metrics
Dataset collection We do not find publicly available human

1

A "0 = 00000
» 0000

C

Fig.4 Example cases of missed subjects filling in the proposed method.
Here, a colored ball represents a feature vector of one subject at a frame. The
empty block means the feature vector of one subject at this time is missing.
The arrow means filling one feature to another place. The short bold line
means the historical/future average feature

interaction datasets with contactless interaction in multi-
person scenes for the proposed human interaction recognition
and interactor localization. Therefore, we collect a new video
dataset using the wearable camera GoPro in an outdoor scene.
We define six daily contactless interactions including Coming
Here (CO), Going Away (GO), Greeting (GR), Chasing (CH),
Throw & Catch (TA), and Placing & Picking (PP).

e Coming Here (CO): Subject A swings the arm toward
subject B for calling her/him. Subject B walks
randomly until she/he notices A’s signal and then walks
toward A.

e Going Away (GO): Subject A swings the arm toward
subject B for driving out her/him. Subject B walks
randomly until she/he notices A’s signal and then go
away from A.

e Greeting (GR): Subject A swings the arm or uses
specific gestures to greet subject B, who responds with
a greeting back to A after she/he notices it.

e Chasing (CH): Subject A chases after subject B with a
clearly faster speed than walking.

e Throw & Catch (TA): Subject A throws a small object
to subject B, and subject B catches it by hand.

e Placing & Picking (PP): Subject A walks to a location
and places a small object on the ground and then walks
away. Then Subject B notices it and walks to the
location, picks up the object, and then randomly walks
away.

For data collection, we arrange 10 volunteers to perform the
interactive activity for video collection — the persons not
invovled in the interaction are doing sport or walking by. The
data collection site is located at the entry of a playground in a
campus, where students can walk by and play sports. In each
video, the volunteers are randomly walking around, standing
or talking with others without specific requirement. A director
randomly asked two of the volunteers to perform one kind of
the above-mentioned contactless interaction once. The two
contactless interactors could be far from each other. The
recorded videos are manually trimmed, and each trimmed
sequence contains one category of contactless interaction,
which was performed only once. This way, we collected 480
sequences in total. In different videos, the observers wearing
GoPro cameras stand or sit at different places to watch the
volunteers from different views. Note that, different from the
movie shot, the observers are asked to cover most subjects
rather than constantly focus on the interactors. The videos in
the collected dataset have 1,920x 1,088 spatial resolution in
30 fps.

For dataset annotations, we provide frame-level interactor
identification labels and the interaction category label.
Moreover, we provide the video-level interaction category
labels, which is the category of the involved interactors. The
bounding boxes are not annotated for the other people in the
scene not joining any interaction, whose action labels are
labeled as non-interaction.

Data statistics In total, we collect 480 videos with 103,634
frames in our dataset. Specifically, each category of
interactions contains 80 sequences with different lengths. We



Jiacheng LI et al.

annotate each frame with bounding boxes of all the interactive
subjects, and 206,841 human bounding boxes are annotated in
total. The frame numbers for different interaction categories
are imbalanced, which increases the challenge of our problem.
We split the dataset into training and testing sets by 1 : 1, each
of which contain 240 video sequences. Specifically, we
arrange a crowd of people for video collection. Among them,
we randomly select two subjects, e.g., Subject #A and #B, to
do interaction. The two subject alternately do the interaction
twice, take the “Coming Here” for example, we arrange #A
walking toward #B and #B walking toward #A, respectively.
This way, the generated two videos are used as the training
data and testing data, respectively. Note that, the selection of
subjects and interaction category is random. For the same
subject pair with the same interaction, the action order is also
different in the training and testing datasets. Although with
identity overlap, our setting can guarantee that the interaction
category is not correlated to the human identity. We select the
same number of frames from every video sequence for all
interaction categories. We show the statics of the proposed
dataset in Table 1.

Comparison with previous dataset In this paper, we focus
on a new problem, i.c., the contactless interactive activities in
multi-person scenes, which has not been studied in before
human activity datasets, like classical JHMDB, UCF101-24,
AVA and recent EpicKitchen, ActEV, etc. Note the fact that
most of the currrent HHI datasets focus on contact interactions
or contactless interactions happened without many other
neighbors to be potential interactive persons. Specifically,
although some related public datasets, like AVA, JHMDB,
UCF101-24, contain multiple-person scene and some
interaction categories are similar to our defined contactless
interactions, like watch to, talk to, but they still can not cover
our interests. First, only a little part of their videos involve
multi-person scene and HHI. More important, for the HHI in
multi-person scene, due to the videos are mostly from movies
and Internet, the spot view is totally different from the videos
in surveillance video. In Table 2, we calculate the number of
contactless-interaction categories and its ratio over all
categories, and the average number of subjects per scene. We
can see that contactless interactions only count for a small
percentage of action/interaction categories in prior datasets.
Also, the number of subjects in previous datasets is about two,
which is much fewer than that in our dataset.

This paper studies the complex cases, which couldn’t reply
on the prior that interactors are close to each other of finding

Table 1 Statistics of the proposed dataset

Dataset # Videos # Frames # Interactors
CO 80 15,064 30,128
GO 80 14,176 28,343
GR 80 8,754 17,508
CH 80 19,242 38,286
TA 80 8,914 17,800
PP 80 37,484 74,776
Training 240 52,500 104,887
Testing 240 51,134 101,954
Full 480 103,634 206,841
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Table 2  Statistics and comparison of the proposed dataset and others

Dataset # Type Ratio # Subjects
UT-interaction [6] 1 0.17 ~2
ShakeFive2 [15] 0 0 2
SBU Kinect [7] 2 0.25 2
AVA [8] 2 0.25 1.8
Ours 6 1 9.6

who are the interactors in the crowd. This is not well studied
in the current HHI methods. Since the current datasets and
open video source like Youtube videos and movies doesn’t
meet our requirement, we have to capture the videos by
organizing volunteers. In our datasets, the distance between
the two interactive subjects in our dataset are farther than two
interacting actors in a movie shot. Besides, the spot view is
from a GoPro wearable camera at an oblique downward
viewing angle and the average number of persons in the scene
is 7.2. Considering both the distance between interactors and
the number of subjects in the scene, our task is more challenge
in localizing the interactive subjects than those task in
previous works.

For the data size, we clarify that current super-large-scale
datasets mainly collect video clips from movies and video
website, in which the photographer tend to focus on the key
characters and the interactors are often conspicuous in the
scene. This makes the interaction localization easy. To reflect
the reality in real-world scenarios, e.g., video surveillance, we
collect the videos by ourselves. Compared with other
laboratory-collected video datasets, like SBU Kinect [7] (300
clips, 1-5 s), ShakeFive2 [15] (153 clips, 5-10 s), and CVID
[17 (150 clips, 8-10 s), the scale of our dataset (480 clips, 3-8
s) is comparable.

Metrics We design the following metrics for evaluation.

o Metric 1. Interactor identification. On each frame, we
can use the relation matrix to represent the interactive
relations between each pair of subject. For a predicted
relation matrix X € R¥*M and a ground-truth adjacency
matrix X& ¢ RMXM  where M denotes the number of
subjects, and X(i, j) = 1 denotes the subjects i and j
have interaction with each other, we define the

X ’

recall as R= ZANZD—)((;%XQ), where AND denotes the

logical function. The numerator counts the true positive
interactive relation among the subjects, while the
denominators count the predicted and ground-truth
interactive relations.

e Metric II. Video-level interaction recognition. We also
evaluate the performance of interaction category
prediction for the whole video. This can be regarded as
a standard multi-label classification problem. Thus we
utilize the classical P, R and F; score ¥ as metrics.

e Metric IIl. Individual-level interaction recognition.
We evaluate the interaction category prediction
performance for each subject with the interaction,
which can also be regarded as a standard multi-label
classification problem and we apply the metrics of P,
R, and F .

interactor detection precision P = and
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e Metric IV. Interactor identification & interaction
recognition. We also use a comprehensive metric —
Multiple Human Interaction Accuracy (MHIA) [1]

for evaluation, which is defined as MHIA =
_ Zemsg+ 3, i+, for
1 B TR where ms; and fp, are the numbers

of the false negative (missed) and false positive subjects
for spatial-domain interactor detection at frame ¢, fc,
denotes the number of subjects with true interactor
identification but false interaction category at frame ¢,
and d,/g, represent the number of detected/ground-truth
subjects with interaction at frame ¢. The overall MHIA
score is calculated as the average value over all frames
in a video.

4.2 Comparative results

Baselines As discussed in the related work, we can not find
existing method that can directly handle the proposed
problem. To compare our methods with others as much as
possible, we consider various state-of-the-art approaches for
human action/interaction recognition, social relation
recognition (SDR), human-object interaction (HOI) detection,
group activity recognition (GAR). Note that, to make the
above methods applicable to our problem, we have to re-
implement them with necessary modifications, which are
presented in detail as below.

e Chance: A weak baseline that randomly predicts the
interaction label for each subject and each video.

e X3D [62]: An efficient method for human action/interac-
tion recognition, which takes a video containing the
people performing an action as input and predicts the
action label of the video. Since the official public code
does not support the input of human bounding boxes,
we feed the whole video to the X3D network for video-
level interaction recognition.

e SlowFast [63]: A state-of-the-art human action/interac-
tion recognition method. Following the setting of
SlowFast in [63], we directly input the whole video to
the SlowFast network without giving the bounding
boxes of subjects. Therefore, just like X3D, it can only
predict the video-level interaction recognition results in
our task.

e SlowFast w box [63]: Following the setting of SlowFast
with bounding box in [63], we input the video together
with the human bounding boxes to the network. Note
that, SlowFast can not directly output the interactive
relations, but only the individual action of each subject.
Therefore, we first use a voting strategy to estimate the
video-level interaction category upon all the individual
actions. Then we select the subjects with the top-two
prediction of the individual interaction that is the same
as the predicted global interaction category as the
interactors.

o GR2N [48]: A state-of-the-art method for single image
based social relation detection (SRD). We sample
images from the video and input them into the network.
The original network outputs predictions of the social
relation between each pair of subjects, which are

considered as the interaction relation and action of each
subject. In order to obtain the prediction of the whole
video, we add a GRU with the same setting as ours at
the end of the network. We use the interaction relation
as the weights to integrate the features of all subjects,
which is used to predict the video-level interaction
result.

e GPNN [50]: A recent method for human-object
interaction (HOI) detection with graph neural network
(GNN). The GPNN takes the whole video as input and
outputs the interaction of each subject. We generate the
interaction relation prediction where the subject with
interaction as 1, and otherwise as 0. Then we obtain the
video-level interaction predictions by the same way as
GR2N.

o ARG [45], HiGCIN [64], Dynamic [65]: A series of
state-of-the-art methods for group activity recognition
(GAR) considering the human action/interaction. ARG
is a classical method for GAR. It trains an Inception-v3
network to extract appearance features and uses graph
neural networks (GNN) to predict each subject’s
(interactive) action and the group activity. We use the
feature extraction backbone in ARG. To handle our
task, we take the video’s interaction label as the group
activity label in ARG. We also use the supervision of
each subject’s action as in ARG. Besides, ARG
contains a relation matrix in GNN, which is an M x M
matrix that represents the interaction probability among
M subjects in the scene. We use it to obtain the
interaction relation prediction. The public code of ARG
lacks the supervision of the relation matrix. We apply
the supervision on the relation matrix as ours in Eq. (4)
for a fair comparison.

Dynamic and HiGCIN use the spatial-temporal GNN and
hierarchical GNN, respectively. Their original networks
predict each subject’s action and the group activity of the
whole scene. We generate the interaction relation predictions
where the subject with interactive action as 1, and otherwise as
0. Following the same training settings as we applied to ARG,
we take the video’s interaction label as the group activity
label. Thus, we use the same three supervisions as the
proposed method to train the networks in these methods.

As shown in Table 3, we evaluate our method with the
comparison methods. First, in terms of the interaction
detection task, we can see that a large part of the comparison
methods show very poor performance, i.e., ¥ lower than 30%.
Among them, SlowFast, as an HHI recognition method, lacks
the ability of modeling the relations among subjects in the
multi-person scene. HOI detection method GPNN also
generates poor results since it is designed to model the relation
between human-object based on inherent priors and it is not
appropriate for handling our problem that only involves
humans. GAR method ARG though has the ability to model
the interactive relations among the subjects, it is still much
lower than the proposed method. Although ARG provides a
high recall score, indicating that it predicts a wide range of
subjects as interactive ones, its precision is very poor. This
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Table 3 Comparative results of interactor identification, video interaction recognition and subject interaction recognition (%)

Method Interactor Ind. Vid. Interaction Rec. Sub. Interaction Rec. Overall
P R Vil P R F P R F MHIA
Chance 15.1 6.3 8.8 15.6 15.8 15.6 23 13.6 4.0 4.9
X3D [62] - - - 60.4 224 325 - - -
SlowFast [63] - - - 59.3 21.1 30.9 - - - -
SlowFast w box [63] 12.5 13.2 12.2 45.1 44.2 41.6 12.4 16.3 14.1 12.0
ARG [45] 14.6 75.3 24.3 58.7 58.8 58.2 8.8 15.2 11.2 18.2
GR2N [48] 53.9 53.3 53.6 51.3 52.9 50.3 17.9 55.3 27.1 40.0
GPNN [50] 20.0 20.6 20.3 55.1 52.5 48.2 9.1 57.5 15.7 15.7
HiGCIN [64] 50.4 51.9 S51.1 63.1 61.2 60.8 21.9 54.6 31.2 41.4
Dynamic [65] 40.3 41.5 40.9 55.5 55.8 53.1 19.6 27.4 22.8 304
Ours 65.2 48.1 55.3 63.8 65.0 64.2 40.0 42.0 41.0 44.2

may be beneficial for group activity recognition but not
effective in our task. For the later coming GAR methods
Dynamic and HiGCIN, both of them have paid attention to
precisely modeling the relations among subjects by spatial-
temporal context, and achieved considerably good results. We
can also see that the social relation recognition method GR2N,
in part, has the potential to model the interactive relation.
However, the above-mentioned results are still worse than
ours.

For the video-level interaction category recognition, many
baseline approaches show comparative performance.
Specifically, SlowFast with bounding boxes is much better
than without bounding boxes in recognizing video-level
interactions, but it still performs worse than the GAR
approaches and the proposed method. This implies that human
action recognition methods that only consider individual
information can not model the relation among multiple
subjects, and therefore, they are unsuitable for our task. GR2N
and GPNN considering the mutual relations among the
subjects produce the acceptable performance on this sub-
problem. Some GAR approaches including ARG, HiGCIN
and Dynamic all show good video-level interaction
recognition performance since this task is similar with the
original GAR task, which, however, is still lower than the
proposed method in Fy score.

For the individual-level interaction recognition, which can
be regarded as the integrated evaluation of interactor detection
and interaction recognition, we can see that all of the
comparison methods perform poorly and have a large margin
to the proposed method. This demonstrates that the
comparison methods can not well handle the proposed
problem directly, which is different from the previous tasks.
From the last column in Table 3, we can see that our method
also outperforms all the comparison methods using the
comprehensive metric MHIA.

4.3 Ablation study
To evaluate the effectiveness of our essential model
components, we derive the following variants of our method:

e w/o Spatial/Appearance: Removing the spatial-aware
features F; / appearance features F{ in Eq. (1).

e w/o Short-term Sap.: Following frame sampling strategy
in TSN [66], we set the short-term sampling frames in
each segment in the way that N=1.

e w/o Long-term Agr.: Removing the GRU for long-term

feature aggregation, namely we replace H; with E; in
Eq. (2).

e w/o Cube: We replace the proposed interactive relation
cube structure with the classical graph convolutional
network (GCN) commonly used in previous relation
modeling works, like ARG [45].

e w/o Filling: Removing the missing subjects filling
decribed in Section 5. All the features of missed
subjects are filled with zeros.

e w/o triplet: Removing the triplet loss in training.

e w R weight: We use the interactive relation matrix R as
the weight map for interaction prediction, i.e., we
change Egs. (6) and (9) into M =sum(HOR,dim =Y)
and m = sum(HOR, dim = XOY).

As shown at the top of Table 4, we first remove the spatial-
aware features and appearance features, respectively, to study
their impact to the final performance. After removing them,
both performances decrease in most of the evaluating metrics.
We can see that, without spatial-aware features, the
performance of video-level interaction recognition of the
proposed method drops 4.1% in F; score. All the F; scores for
interactor  detection and individual-level interaction
recognition, and the MHIA score also decrease to some extent.
This demonstrates that the spatial-aware feature is beneficial
for distinguishing the contactless interaction in the multi-
person scene. Surprisingly, without the appearance feature,
although the performance decreases in most evaluation
metrics, the proposed method could also achieve a
considerable high accuracy on recognizing the video-level
interaction category, even higher than ARG without
interactive relation supervision.

We also evaluate the performance of the proposed method
without long-term temporal information aggregation, and
short-term  multi-frame  sampling. Without short-term
sampling, the performance decreases by a small margin.
Without long-term temporal modeling, the performance
decreases by a large margin — the F{ scores in the three tasks
drop by 7.1%, 1.4%, 7.5%, respectively, and the MHIA also
drops by 5.0%. This demonstrates that the long-term temporal
aggregation is essential for our tasks, since the contactless
interactive activities usually take a duration of time. Also,
without the relation cube, the overall performance especially
of the interactor identification becomes very poor, which
verifies the effectiveness of the proposed cube for human
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Table 4 Ablation study results of the proposed method for the three tasks (%)
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Method Interactor Ind. Vid. Interaction Rec. Sub. Interaction Rec. Overall
P R ¥ P R ¥ P R 7 MHIA
w/o Spatial 64.1 46.3 53.7 60.4 62.5 60.1 354 45.6 39.8 42.8
w/o Appearance 41.5 41.9 41.7 58.1 57.9 57.6 15.7 58.6 24.7 38.2
w/o Long-term Agr. 54.9 43.0 48.2 63.2 63.3 62.8 24.7 52.0 33.5 39.2
w/o Short-term Sap. 62.3 47.5 534 64.7 64.6 63.7 38.6 41.2 39.8 43.7
w/o Cube 21.1 21.7 21.4 65.0 65.4 65.0 38.0 39.8 38.9 16.2
w/o Filling 66.2 46.2 54.4 64.1 64.6 63.5 26.7 54.3 35.8 42.7
w/o triplet 66.1 50.4 57.2 60.2 61.3 60.3 49.8 28.6 36.3 43.9
w R weight 61.6 452 52.1 57.7 58.3 55.9 36.2 42.4 39.0 43.3
Ours 65.2 48.1 55.3 63.8 65.0 64.2 40.0 42.0 41.0 44.2

relation representation.

For other components in our framework, we find that,
without missed subject filling, the performance shows a slight
decrease in all tasks. The situation is similar when removing
the triplet loss. In the ablation study of using the interactive
relation matrix as the weight map for predicting the
interaction, i.e., w R weight, we can see a noticeable
performance drop in the video-level interaction recognition
task. This can be explained that the error in interactive relation
detection may influence the interaction recognition.

5 Discussion

Generalization and extension. This work takes the first step
to extend the current HHI research to HHI in more practical
multi-person scene, which could benefit the real-world video
surveillance and multimedia analysis. We aim to bridge the
HHI problem and multi-person activity/relation analysis
problem and lead to more comprehensive multi-person human
activity understanding. Specifically, two-person HHI, as the
most common human interactions, is important and has been
widely studied in the community. In this paper, we extend the
two-person HHI in two directions, i.e., from contacted ones to
contactless, and from two-person scenes to multi-person
scenes. This is more practical in the real world.

This work focuses on the scenes involving the contactless
HHI, not be specifically studied before, for interaction
understanding in the multi-person scenes. Based on it, for
more complex human interaction tasks in crowded scenes,
e.g., multiple pairs of various HHIs or multi-human interactive
activities, they could be regarded as the combination or
extension of the proposed problem.

Moreover, the proposed framework could be easily extended
to more complex human interaction tasks, e.g., multiple (two-
person) HHIs or the multi-person subgroup interaction
recognition, by changing the aggregation operations upon the
proposed interactive relation cube. Specifically, as shown in
Fig. 3, we predict the interactive relation using each point in
the cube as in Fig. 3 (a). For more complex human
interactions, we can replace the “softmax” in Eq. (4) with a
sigmoid function, which can generate the interactive relation
of multiple pairwise HHIs or the multi-person interaction. For
the individual interaction category prediction shown in Fig. 3
(b), we predict the interaction of all individuals, which can be
directly used for the above scenes. Similarly, for the global
interaction category prediction in Fig. 3 (c), in the more

complex scenes, the prediction becomes a multi-category
classification problem. We can also replace the “softmax” in
Eq. (10) with a sigmoid function to get the multi-category
prediction results. In conclusion, the proposed method address
a fundamental problem of the HHI in multi-person scene,
which is also easy to extended to more complex scene with
appropriate modifications.

Limitation We do not conduct the experiments on the
public datasets since they can not be used for our task and this
work does not focus on the competition on the traditional HHI
without contactless interactions or involving the subjects
without interaction. Through the effort, we want to make a
little attempt to provide the community the first dataset to
explicitly address the proposed new but helpful task.

One limitation of this work maybe that the dataset is
relatively small compared with existing large video datasets.
Note that, the current large-scale datasets are mainly collected
from movies and video website, where the interaction
localization are easy and they are not applicable for our
problem. To reflect the reality in real-world scenarios, like the
video surveillance, we collect the videos by ourselves. Based
on this first moderately large dataset, we are willing to further
expand it by including more collected videos and interaction
categories, including the mix of contact and contactless HHIs,
in the future.

6 Conclusion

In this paper, we have studied a new problem of detecting
contactless human interactions from multi-person scenes.
Specifically, we proposed a new IRE-Net that combines the
appearance and spatial features for representation and uses an
individual-to-group short-to-long aggregation for interaction-
aware pairwise-relation embedding, followed by a multi-head
multi-task module to jointly identify the interactive subjects
and recognize the interaction category. We also collected a
new dataset for evaluating the proposed method. Through the
above efforts, we hope to provide the resources, including the
dataset and baselines, for studying this new problem, which
extends the HHI recognition, from contacted ones to
contactless, and from two-person scenes to multi-person
scenes. In the future, we also plan to make use of the multi-
camera collaboration for more effective multi-human activity
analysis [1,67,68].
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